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ABSTRACT 

This dissertation introduces a new multimedia security system for the performance of 

object recognition and multimedia encryption in security and medical applications. The 

system embeds an enhancement and multimedia encryption process into the traditional 

recognition system in order to improve the efficiency and accuracy of object detection 

and recognition while protecting multimedia data. The dissertation then focuses on the 

system’s enhancement and encryption processes, and presents contributions to the area of 

image enhancement and multimedia encryption. 

For the purposes of image enhancement, a new enhancement measure called the second-

derivative-like measure of enhancement (SDME) is introduced to quantitatively evaluate 

the enhancement algorithm’s performance. This is followed by the introduction of a new 

3D CT baggage image enhancement algorithm for homeland security applications. 

Computer simulations and comparisons demonstrate that the presented algorithm 

significantly improves the visual quality of objects in the original CT images while 

reducing background noise. The quantitative SDME measure results and 3D 

visualizations verify the algorithm’s excellent enhancement performance. 

To improve the visual quality of medical images and thereby improve the efficiency and 

accuracy of early cancer detection, a new nonlinear filter, called the Alpha-Weighted 

Quadratic Filter (AWQF), is integrated with human visual system based decomposition 

and unsharp masking techniques to enhance mammograms for breast cancer detection. 

To enhance prostate MR images for prostate cancer detection, the same filter is 
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integrated with alpha-trimmed mean separation and logarithmic enhancement techniques. 

Simulation results and comparisons are given to demonstrate the enhancement 

algorithms’ excellent performance when it comes to enhancing mammograms and 

prostate MR images. 

In order to enhance the efficiency and security of existing encryption algorithms, five 

parametric recursive sequences and their transforms are developed and applied to 

multimedia scrambling/encryption. The recursive sequence transforms are integrated 

with the Fibonacci bit-plane decomposition method and the newly introduced (n, k, p)-

Gray code bit-plane decomposition for image and object encryption. Based on the 

concept of using one set of security keys to encrypt the original image and a different set 

of security keys to reconstruct the image to obtain the final encrypted image, a discrete 

parametric cosine transform is used for image encryption. 

Despite the fact that the edge map has been used traditionally for image compression, 

enhancement, and recognition, it has never been used for image encryption. This 

dissertation investigates the use of the edge map for applications in image encryption.  

The edge map is integrated with the 3D Cat Map for image encryption and with the 

chaotic logistic map for encrypting medical images for the sake of privacy protection. 

The concept of the edge map is then extended further to produce a binary “key-image”, 

which can either be a bit-plane or an edge map obtained from any other image. Computer 

simulations, comparisons and security analysis demonstrate the excellent performance of 

the presented encryption algorithms when it comes to multimedia encryption. 

The contributions of this dissertation are as follows:  
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 A new multimedia security system for object detection and multimedia 

encryption 

 Image enhancement: 

 A new SDME measure for quantitatively evaluating the enhancement 

algorithm’s performance 

 A new 3D CT baggage image enhancement algorithm using alpha 

weighted mean separation for homeland security applications 

 A new alpha weighted quadratic filter for mammogram enhancement 

 A new human visual system decomposition based algorithm for 

mammogram enhancement 

 A new nonlinear unsharp masking scheme for mammogram enhancement 

 A new prostate MR image enhancement algorithm using the alpha-

trimmed mean separation and nonlinear filtering 

 A new logarithmic enhancement algorithm using nonlinear filtering for 

prostate MR image enhancement 

 Multimedia encryption: 

 Five new parametric recursive sequences and their transforms for 

multimedia encryption, including the truncated P-Fibonacci sequence, P-

Lucas sequence, (n, k, p)-Gray code, P-recursive sequence and the 

parametric M-sequence. 
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 A new 2D P-recursive transform 

 Two P-recursive transform based multimedia encryption algorithms in the 

spatial and frequency domains 

  A new truncated Fibonacci p-code bit-plane decomposition 

 A new (n, k, p)-Gray code bit-plane decomposition 

 A new image encryption algorithm using the P-Fibonacci transform and 

decomposition 

 A new selective object encryption algorithm using the truncated Fibonacci 

p-code bit-plane decomposition 

 A new image encryption algorithm using the (n, k, p)-Gray code and its 

decomposition 

 A new image encryption algorithm using the Discrete Parametric Cosine 

Transform 

 A new image encryption algorithm using the edge map and a new 3D Cat 

Map 

 A new medical image encryption algorithm using the edge map and 

chaotic logistic map 

 Two image encryption algorithms using binary key-images: one uses bit-

plane and the other uses the edge map. 
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Improving the security level of multimedia data and the accuracy and efficiency of object 

recognition in security and medical applications is always beneficial. Visual surveillance 

systems that monitor public or strategic locations, and computer tomography (CT) 

baggage scanning systems that scan luggage at security checkpoints, can be improved by 

developments in the following technologies: 1) video/image enhancement algorithms to 

help threat object detection processes for identifying suspected criminals and objects; and 

2) encryption algorithms for securing communication and storage. Other systems that 

require object recognition include biometric identification systems (for identifying 

biometric traits such as fingerprints, irises and facial features) and medical imaging 

systems (for detecting different types of tumors and cancers). These systems also require 

encryption algorithms – in the case of biometric identification systems, to protect 

biometric data, and in the case of medical imaging systems, to protect the privacy of 

patients. As regards medical imaging systems (such as computer tomography, magnetic 

resonance (MR) and ultrasound imaging), any improvement that can be made in the area 

of the above mentioned technologies may result in the earlier detection of tumors and 

cancers. In the case of surveillance and scanning systems, improvements mean a safer, 

more secure environment for everyone. 

The efficiency and accuracy of object detection and identification in traditional 

recognition systems is often limited by the fact that the input image/video sources are 

subject to low visual quality and/or noise. These recognition systems also do not provide 

security protection for the objects recognized or for multimedia sources. To address these 

problems, this dissertation embeds an enhancement and multimedia encryption process 
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into the traditional recognition system in such a way that a new multimedia security 

system is generated, thereby improving the performance of object recognition and 

multimedia encryption. 
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Chapter 1  

Multimedia Security System 

To improve the efficiency and accuracy of object detection and identification in the 

traditional recognition system while providing security for multimedia data, this chapter 

introduces a new multimedia security system. The system embeds an enhancement and 

multimedia encryption process into the traditional recognition system with the intention 

of performing object recognition and multimedia encryption for security and medical 

applications. 

This chapter is organized as follows. Section 1.1 introduces the multimedia security 

system. Section 1.2 gives several application examples. Finally, Section 1.3 gives a brief 

introduction to the dissertation. 
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11..11      MMuullttiimmeeddiiaa  SSeeccuurriittyy  SSyysstteemm  

Integrating an enhancement process and an encryption process, this section introduces a 

multimedia security system to perform object recognition and multimedia encryption. 

Whereas the enhancement process is introduced to improve the efficiency and accuracy 

of object detection and recognition, the encryption process is introduced to provide 

security protection for multimedia data that exists in a given system before it is actually 

stored in that system. Figure 1.1 shows the architecture of the multimedia security 

system.  

 

Figure 1.1:  Block diagram of the multimedia security system 

 

The system can be adapted to multiple source formats according to the multimedia data 

being processed, such as videos, images, biometrics and documentation. In order to 

perform real-time object recognition, an enhancement process is used to enhance the 

input multimedia data and an object detection process is used to segment the objects from 

that data. The features of the objects are extracted and the object recognition process then 

decides upon the recognition of the objects according to a comparison results between the 

objects’ features and the reference features stored in the database.  
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To provide security protection for multimedia data, an encryption process is used to 

encrypt the data before it is stored in the system. To inspect the saved data, the authorized 

user should use the correct security keys to decode the multimedia data. 

Additionally, the multimedia security system being presented here is an open platform. 

Any algorithm for enhancement, encryption, object detection, feature extraction or object 

recognition can be used in this system.  

In summary, the multimedia security system has the following features: 

 It is able to perform object recognition. 

 It provides security protection for multimedia data. 

 It has improved efficiency and accuracy for object detection and recognition due 

to the enhancement process. 

 It is adaptive to multiple source formats. 

 It can be used for a broad range of applications. 

 It provides users with an open platform to which any algorithm of enhancement, 

recognition and encryption can be applied. 

 It can be customized into specific systems for different applications. 
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11..22      RReeqquuiirreemmeennttss  ooff  tthhee  MMuullttiimmeeddiiaa  SSeeccuurriittyy  

SSyysstteemm  

The presented system can be used for a broad range of applications, including object 

recognition, traffic monitoring, baggage scanning and biometric identification (in 

homeland security applications) or for cancer detection in medical imaging systems (such 

as computer tomography (CT), magnetic resonance (MR) and ultrasound imaging). 

Figure 1.2 gives an example of the presented multimedia security system for visual 

surveillance applications. For homeland security purposes, the system is able to identify 

and track suspected criminals using face detection and recognition. For the sake of 

privacy protection, the encryption process provides the system with security for images 

and videos. Only authorized personnel with the appropriate security keys can access and 

inspect protected images and videos. 

 

Figure 1.2:  The multimedia security system for visual surveillance applications. 

Figure 1.3 gives another application example for CT baggage scanning. The enhancement 

process improves the visual quality of CT baggage images and removes their background 

noise. The CT images are then processed by object detection and feature extraction. In 
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order to recognize suspected explosives or prohibited objects, the extracted features are 

compared with referenced features in the database. 

 

Figure 1.3:  The multimedia security system for CT baggage scanning applications.  

The presented system can also be used in biometric identification systems for securing 

access to classified locations. Examples of biometrics used in these systems include 

fingerprints, faces, irises and hands. As an example of biometric identification systems, 

Figure 1.4 shows a fingerprint access control system. The system first enhances the 

contrast of a fingerprint, then removes background noise, and then performs fingerprint 

detection and feature extraction. The extracted features are then compared to features 

referenced in the fingerprint database to verify whether the person is authorized or not. 

The recognition decision will result in the user being authorized or refused access to any 

region protected by the system. 

 

Figure 1.4:  The multimedia security system for biometric identification applications.  
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Cancer is a leading cause of death among human beings. The presented multimedia 

security system can be used in medical applications for the detection of early-stage 

tumors and cancers. The system is shown in Figure 1.5. In order to perform cancer 

detection, the reference feature database should be created for different types of cancers 

or tumors.  The encryption process is used to protect the medical data. 

Medical 
Image

Image 
Enhancement

Feature 
Comparison

Image Encryption/
Decryption

Tumor/Cancer 
Detection

Reference 
Feature Database

Tumor/Cancer 
Diagnosis

Image Archive

Feature 
Extraction

Tumor/Cancer 
Recognition

 

Figure 1.5:  The multimedia security system for medical applications. 
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11..33      BBrriieeff  IInnttrroodduuccttiioonn  

The rest of this dissertation will focus on the enhancement and encryption portions of the 

presented multimedia security system and present contributions to image enhancement 

and multimedia encryption. 

11..33..11      IInnttrroodduuccttiioonn  ttoo  IImmaaggee  EEnnhhaanncceemmeenntt  

Images and videos with high resolution and contrast can significantly improve the 

efficiency and accuracy of the presented multimedia security system when it comes to 

object detection and recognition. However, due to limitations of the system hardware and 

changes in background illumination conditions, images and videos may be of a low visual 

quality and/or contain noise. Image enhancement is a powerful tool to improve the visual 

quality of images and videos without affecting the image acquisition process or 

increasing system hardware costs. It can help the presented multimedia security system to 

recognize objects for security applications and detect cancer at an early stage for medical 

applications. 

Many enhancement techniques have been employed to improve the contrast of images. 

They can be classified as the spatial domain techniques and the frequency domain 

techniques. Spatial domain techniques include histogram equalization [1-6], nonlinear 

filtering [7-12], adaptive neighborhood [13-17] and unsharp masking [18-22]. Frequency 

domain techniques are based on various transforms such as the Discrete Cosine 
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Transform (DCT) [23-25], the Discrete Wavelet Transform (DWT) [26-30] and fuzzy set 

theory [31-34].  

This dissertation introduces the following: a 3D CT baggage image enhancement 

algorithm for homeland security applications [35], three algorithms for mammogram 

enhancement (for breast cancer detection) [36-38] and two algorithms for enhancing 

prostate MR images (for prostate cancer detection) [39, 40]. A new enhancement measure 

called the Second-Derivative-like Measure of Enhancement (SDME) [35, 36, 38] is 

presented as a way to quantitatively evaluate the performance of the enhancement 

algorithms. 

11..33..22      IInnttrroodduuccttiioonn  ttoo  MMuullttiimmeeddiiaa  EEnnccrryyppttiioonn  

Fast growing networking technologies and ubiquitous multimedia services have given 

people all over the world many opportunities to create, distribute, and access images and 

videos. For this reason, multimedia security is important for individuals, businesses, and 

governments in areas such as privacy and copyright protection. Multimedia encryption 

protects multimedia data by transforming it into an unrecognized format. Only authorized 

users with the correct security keys are able to decode and view protected data.  

Images or videos can be encrypted either partially or fully using various technologies in 

the spatial or frequency domains. Image/video encryption in the frequency domain is 

often embedded in the compression process, which is mainly based on the Discrete 

Cosine Transform (DCT) [41-46] or Discrete Wavelet Transform (DWT) [47-49]. 

Image/video encryption in the spatial domain changes pixel locations and/or values using 
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different techniques. Data Encryption Standard (DES) [50] and Advanced Encryption 

Standard (AES) [51, 52] are two examples of this method. However, they do have high 

computation costs [53]. Other techniques include chaos theory [54-58] and recursive 

sequences [59-62]. Nevertheless, due to their lack of security keys or the small key space, 

these approaches often involve either high computation costs or provide low levels of 

security. 

To improve the efficiency and security level of existing encryption algorithms, this 

dissertation introduces five new recursive sequences and their corresponding transforms 

[63-68]. Since permutation-only based encryption methods are known to be vulnerable to 

some plaintext attacks [69, 70], this dissertation overcomes this weakness by offering a 

more secure encryption process that changes pixel data values as well as data positions. 

Bit-plane decomposition is an interesting method for changing multimedia data values. 

However, due to the fact that their decomposition results are sometimes predictable, 

several existing bit-plane decomposition based encryption methods [71-73] are subject to 

security limitations. To solve these problems, the dissertation introduces three new 

parametric bit-plane decomposition methods and uses them for image encryption [74-77]. 

A parametric Discrete Cosine Transform is also introduced for image encryption [78]. 

The edge map is a binary image containing all the edge information of an image.  It has 

been used for many applications in image processing, including image enhancement, 

denoising, compression, segmentation and recognition, but it has never been used for 

image encryption. To investigate its applications for image encryption, this dissertation 

introduces three algorithms for image encryption [79-81].  
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11..33..33      DDiisssseerrttaattiioonn  OOrrggaanniizzaattiioonn  

This dissertation consists of four parts: Part I contains Chapter 1, which introduces a new 

multimedia security system for security and medical applications. Part II includes Chapter 

2 and Chapter 3, which discuss image enhancement for security and medical 

applications. Part III consists of Chapter 4, Chapter 5 and Chapter 6, which present 

multimedia encryption for security and medical applications. Part IV draws a conclusion 

and suggests several future directions. Figure 1.6 gives the dissertation structure. 

 

Figure 1.6:  The structure of this dissertation. 
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Homeland security applications, visual surveillance systems, biometric identification 

systems and CT baggage scanning systems require video/image enhancement algorithms 

to help identify and track suspected criminals and aid in the detection of threatening 

objects. Due to limitations in system hardware and/or changes in background illumination 

conditions, these systems suffer from noise and low resolution of images or videos.  

For medical applications, image enhancement algorithms can help aid the early detection 

of diseases and provide more accurate diagnoses. Breast cancer, for example, is the 

leading cause of death in women and prostate cancer is the single most common type of 

cancer occurring in men. Early detection of cancer using medical imaging technologies is 

an important and effective way to reduce mortality. Early treatment of breast cancer is 

most successful, while prostate cancer is curable at the early stage [82-84].  However, 

medical images may present characteristics such as poor resolution or low contrast due to 

the limitations of system hardware. Without affecting the image acquisition process or 

increasing system hardware costs, image enhancement is a powerful tool to improve the 

visual quality of images. 

 

Figure II-1:  Block diagram of the multimedia security system 

 

To improve the efficiency and accuracy of the presented multimedia security system for 

object detection and recognition in security and medical applications, Part II discusses the 



www.manaraa.com

IMAGE ENHANCEMENT FOR SECURITY AND MEDICAL APPLICATIONS 

16 
 

enhancement process as shown in Figure II-1 and introduces several algorithms for 

enhancing both security images and medical images. 

Part II first introduces a new enhancement measure to quantitatively evaluate the 

performance of the enhancement algorithms. It then introduces a 3D CT baggage image 

enhancement algorithm for homeland security applications, three mammogram 

enhancement algorithms for breast cancer detection, and two algorithms for enhancing 

prostate MR images for detecting prostate cancer.  

 Part II consists of Chapter 2 and Chapter 3. It is organized as follows.  

Chapter 2 introduces:  

1) An enhancement measure, called the Second-Derivative-like Measure of 

Enhancement (SDME) [35, 36, 38].  

2) A 3D CT baggage image enhancement algorithm [35].  

Chapter 3 presents: 

1) Mammogram Enhancement Using the Alpha Weighted Quadratic Filter [37] 

2) Human Visual System Based Mammogram Enhancement [38] 

3) Nonlinear Unsharp Masking for Mammogram Enhancement [36] 

4) Nonlinear Filtering for Enhancing Prostate MR Images via Alpha-Trimmed Mean 

Separation [39] 

5) Logarithmic Enhancement for Prostate MR Images Using Nonlinear Filtering [40].
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Chapter 2  

3D CT Baggage Image Enhancement 

This chapter introduces a new SDME enhancement measure for quantitatively evaluating 

the performance of enhancement algorithms. It then presents a new 3D CT baggage 

image enhancement algorithm for homeland security applications. 
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22..11      IInnttrroodduuccttiioonn  

Baggage scanning systems at security checkpoints in airports use computerized 

tomography (CT) scanning systems to scan and screen packages and luggage for the 

presence of explosives and other prohibited items [85, 86]. However, the CT baggage 

images often contain projection noise and are of a low resolution.  

Many enhancement techniques have been employed to improve the contrast of images.  

Due to its simplicity and effectiveness, histogram equalization (HE) is one well-known 

technique for image enhancement [1]. However, this technique may significantly change 

the brightness of an input image and create visually undesirable artifacts [2]. To 

overcome this problem, Bi-histogram equalization was proposed, combining HE with a 

mean-separation technique [3]. This enhancement method strives to preserve the mean 

brightness of the original image. Many HE-based algorithms have been developed based 

on image decomposition such as minimum mean brightness error bi-histogram 

equalization [2], recursive mean-separate histogram equalization [4], dualistic sub-image 

histogram equalization [5], and recursively separated and weighted histogram 

equalization [6]. 

To develop enhancement algorithms that will improve the image’s visual quality, remove 

noise and not create undesirable artifacts, a new enhancement algorithm is introduced for 

security images and demonstrate its performance on 3D CT baggage images. 
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After analyzing the characteristics of the CT baggage images, this chapter introduces a 

new enhancement algorithm that combines alpha-weighted mean separation with the 

enhancement method, while removing background projection noise. Simulation results 

and a comparative analysis are given to demonstrate the presented algorithm’s 

performance.  

To provide a quantitative performance metric, this chapter introduces a new enhancement 

measure called the Second-Derivative-like Measure of Enhancement (SDME), using the 

concept of the second derivative for quantitative assessment of image enhancement.  

The rest of this chapter is organized as follows. Section 2.2 introduces the SDME 

measure. Section 2.3 analyzes the CT baggage images and introduces an image denoising 

scheme. Section 2.4 introduces an algorithm for enhancing CT baggage images. Section 

2.5 addresses a summary discussion and several future directions. 
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22..22      IImmaaggee  EEnnhhaanncceemmeenntt  MMeeaassuurree  

Quantitatively measuring and evaluating the enhancement performance of an algorithm 

can be extremely difficult due to the fact that the improvement of an enhanced image is 

often subjective and hard to measure. There is, therefore, no universal measure able to 

specify both the objective and subjective validity of an enhancement method [87]. Since 

image enhancement is intended to improve image contrast, the enhancement measure is 

usually based on contrast measure. This section first reviews several existing measures of 

image enhancement and then introduces a new enhancement measure using the concept 

of the second derivative.  

22..22..11        EExxiissttiinngg  EEnnhhaanncceemmeenntt  MMeeaassuurreess    

Several measures of image enhancement have been developed using the contrast 

measure. The EME (measure of enhancement) and the EMEE (measure of enhancement 

by entropy) were developed in [88]. These two measures are based on Weber’s Law [89]. 

Later, the AME (Michelson-Law measure of enhancement) and AMEE (Michelson-Law 

measure of enhancement by entropy) were introduced, incorporating the Michelson’s 

Law [90, 91], to improve the measure performance of the EME and EMEE [23]. Since 

PLIP (Parameterized Logarithmic Image Processing) subtraction has been shown to be 

consistent with Weber’s Law and with characteristics of the human visual system [92], 

the contrast information can be presented and processed more accurately. Finally, the 
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logAME (logarithmic Michelson contrast measure) and the logAMEE (logarithmic AME 

by entropy) were developed, using the PLIP operators to improve these measures [93].  

TABLE 2.1  THE DEFINITION OF SEVERAL ENHANCEMENT MEASURES 

Name Definition Reference 
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where the image is broken up into 1 2k k  blocks,  , c  are constants, and 0.0001c   to avoid 
dividing by zero. 

 

All these enhancement measures divide an image into 1 2k k  blocks, and then calculate 

the average values of the measure results of all the blocks in the entire image. The 

definitions of these measures are listed in Table 2.1. 

However, these enhancement measures only calculate the maximum and minimum values 

of the small regions or blocks in images. As a result, they are very sensitive to noise and 

to steep edges in images, which significantly increase the measure results. To overcome 

this problem, this section introduces a new enhancement measure using the concept of the 

second derivative. 
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22..22..22      TThhee  NNeeww  EEnnhhaanncceemmeenntt  MMeeaassuurree  

Integrating the concept of the second derivative with the strengths of the reviewed 

measures, this section introduces a new enhancement measure using a second-derivative-

like visibility operator [94]. 

The measure - the second-derivative-like measure of enhancement (SDME) – is defined 

by, 
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where an image is divided into 1 2k k  blocks, max; , min; ,,k l k lI I are the maximum and 

minimum values of the pixels in each block separately, and ; ,center k lI is the intensity of the 

center pixel in each block. Thus, the size of the blocks should be composed of an odd 

number of pixels such as 3×3 or 5×5. 

The SDME definition can be modified by replacing the intensity of the center pixel in 

each block with the mean value of each block. The SDME is then defined by, 
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where an image is divided into 1 2k k  blocks, max; , min; , mean; ,, ,k l k l k lI I I  are the maximum, 

minimum, and mean values of pixels in each block separately. Thus, the users have 

flexibility to use any block size. Based on the definition above, the range of the SDME 
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values should be between zero and max20ln(2 1)I  . For grayscale image with data range 

between [0, 255], the SDME will be [0,124.73) . 

22..22..33    PPeerrffoorrmmaannccee  CCoommppaarriissoonn  ooff  EEnnhhaanncceemmeenntt  MMeeaassuurreess    

This section compares the measure performance of the SDME measure to that of several 

above mentioned enhancement measures under different conditions such as contrast laws, 

different image types, negative images, and the changes of background luminance and the 

levels of noise.  

2.2.3.1   Adaptive to Different Contrast Laws 

Table 2.2 shows that the enhancement measures are consistent with different Laws. The 

SDME is based on the concept of the second derivative. It is satisfied with Fechner’s Law 

and Michelson’s Law. 

TABLE 2.2  COMPARISON OF ENHANCEMENT MEASURES BASED ON CONTRAST 

LAWS 

Laws EME EMEE AME AMEE logAME logAMEE SDME 
Weber’s Law Yes Yes      
Fechner’s Law Yes Yes Yes Yes Yes Yes Yes 
Michelson’s Law   Yes Yes Yes Yes Yes 
Entropy  Yes  Yes  Yes  

2.2.3.2   Different Types of Images 

This section compares the SDME with other enhancement measure when it comes to 

measuring different types of images such as grayscale, medical and satellite images. 

These images are 8-bit images with image intensity range between 0 and 255. The 16-bit 

CT baggage images are also devalued by all these measures. Figure 2.1 shows these test 
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images, including four grayscale images, four medical images, four satellite images and 

four CT baggage images.  

 (A) 

 

(B) 

 

(C) 

 

(D) 

 

 1 2 3 4 

Figure 2.1:  Different types of images. (A) Grayscale images; (B) Medical Images; (C) 
Satellite Images; (D) 16-bit CT baggage images. 

 

All images in Figure 2.1 were measured using EME, EMEE, AME, AMEE, logAME, 

logAMEE and SDME, respectively. The measure results are shown in Table 2.3 and 
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plotted in Figure 2.2. The measured results demonstrate that all measures show good 

measurement performance and are able to evaluate these types of images. 

TABLE 2.3  MEASURE RESULTS OF IMAGES IN FIGURE 2.1 USING DIFFERENT 

ENHANCEMENT MEASURE 

 EME EMEE AME AMEE logAME logAMEE SDME 

(A)-1 4.0290 0.6400 18.3782 0.1023 0.0252 0.1139 31.5485 
(A)-2 1.7110 0.1500 24.6483 0.0764 0.0412 0.1118 38.5153 
(A)-3 4.2655 3.3384 22.0596 0.0783 0.0316 0.1079 34.5125 
(A)-4 1.7050 0.1576 25.0700 0.0755 0.0412 0.1125 39.7486 
(B)-1 0.9102 0.0566 23.2472 0.0801 0.0413 0.1179 37.3556 
(B)-2 2.4011 0.2473 20.4615 0.0945 0.0378 0.1186 34.0295 
(B)-3 2.0897 0.1719 19.9701 0.1004 0.0359 0.1287 31.5140 
(B)-4 3.3868 0.9866 16.7115 0.1069 0.0136 0.1188 29.7590 
(C)-1 9.2828 2.5315 7.4273 0.1253 0.0100 0.1002 20.9987 
(C)-2 3.3460 0.3459 16.2683 0.1154 0.0248 0.1333 31.1690 
(C)-3 3.2865 0.3913 18.0628 0.1106 0.0297 0.1295 31.8516 
(C)-4 2.6348 0.4068 24.6025 0.0788 0.0265 0.1012 37.6527 
(D)-1 10.5142 10.7755 6.5663 0.0982 0.0113 0.0941 18.3563 
(D)-2 10.4752 9.4127 6.0755 0.1018 0.0103 0.0933 18.9684 
(D)-3 15.4568 20.1601 2.5016 0.0467 0.0044 0.0431 14.5381 
(D)-4 10.8976 8.7617 5.7731 0.0928 0.0099 0.0875 18.7597 
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Figure 2.2:  Plot measure results of several types of images using different enhancement 
measures. 
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2.2.3.3  Different types of Negative Images 

Figure 2.3 shows the negative photos of the images in Figure 2.1. These images are used 

to test the ability of the enhancement measure for assessing the negative images. 

(A) 

 

(B) 

 

(B) 

 

(D) 

 

 1 2 3 4 

Figure 2.3:  Negative photos of images in Figure 2.1. (A) Grayscale images; (B) Medical 
Images; (C) Satellite Images; (D) 16-bit CT baggage images. 

 

All negative images in Figure 2.3 were measured using EME, EMEE, AME, AMEE, 

logAME, logAMEE and SDME, respectively. The measure results are shown in Table 
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2.4 and plotted in Figure 2.4. The results show that all enhancement measures are able to 

evaluate negative images.  

TABLE 2.4  MEASURE RESULTS OF IMAGES IN FIGURE 2.3 USING DIFFERENT 

ENHANCEMENT MEASURE 

 EME EMEE AME AMEE logAME logAMEE SDME 

(A)-1 4.2695 0.8588 18.8573 0.0968 0.0254 0.1133 31.9699 
(A)-2 1.3482 0.1058 25.1715 0.0713 0.0412 0.1126 39.2257 
(A)-3 3.3349 0.8382 21.5104 0.0859 0.0306 0.1103 34.1009 
(A)-4 1.4221 0.1433 26.3966 0.0668 0.0421 0.1106 41.2321 
(B)-1 0.5580 0.0382 30.0141 0.0523 0.0456 0.1072 44.1159 
(B)-2 0.6694 0.0481 34.1264 0.0427 0.0438 0.1074 47.4854 
(B)-3 0.6207 0.0623 33.7808 0.0426 0.0422 0.1162 45.3799 
(B)-4 6.6515 3.0637 10.0137 0.1196 0.0117 0.1104 23.2939 
(C)-1 3.6256 1.3519 17.6799 0.1036 0.0119 0.1064 31.6815 
(C)-2 2.6236 0.6363 19.5995 0.0959 0.0266 0.1315 34.4847 
(C)-3 1.8583 0.2387 25.4104 0.0776 0.0332 0.1250 39.1133 
(C)-4 7.8577 10.1575 12.8956 0.1088 0.0223 0.1057 25.7752 
(D)-1 0.0047 0.0002 72.8027 0.0010 0.0164 0.0982 85.7561 
(D)-2 0.0085 0.0004 69.7396 0.0017 0.0152 0.1018 83.8189 
(D)-3 0.0106 0.0005 66.3098 0.0020 0.0062 0.0467 80.0218 
(D)-4 0.0047 0.0002 72.4838 0.0010 0.0144 0.0928 86.7122 
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Figure 2.4:  Plot measure results of negative photos of images in Figure 2.1 using 
different enhancement measures. 
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2.2.3.4  Background luminance Change 

This simulation investigates how the background luminance affects the measure results of 

different enhancement measures. Figure 2.5 shows 16 images which contain a lot of 

edges and different levels of background luminance. These images were also measured 

by the enhancement measures individually. The measured results are shown in Table 2.5 

and plotted in Figure 2.6. The results demonstrate that higher background luminance will 

increase the SDME and AME results. 

Image_1 

 

Image_2 

 

Image_3 

 

Image_4 

 

 (a) (b) (c) (d) 

Figure 2.5:  Images with background luminance change. 
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TABLE 2.5  MEASURE RESULTS OF IMAGES IN FIGURE 2.5 USING DIFFERENT 

ENHANCEMENT MEASURE 

 EME EMEE AME AMEE logAME logAMEE SDME 

Image_1(a) 10.1701 7.1093 1.4497 0.0187 0.0034 0.0341 8.8899 
Image_1(b) 11.1629 10.8697 7.8867 0.0781 0.0132 0.0795 19.1918 
Image_1(c) 5.8083 1.6455 13.8182 0.1184 0.0209 0.1131 26.7210 
Image_1(d) 1.0978 0.0711 24.3713 0.0782 0.0134 0.0551 35.8613 
Image_2(a) 7.5734 4.7914 5.3130 0.0346 0.0109 0.0593 13.4711 
Image_2(b) 12.1496 12.2265 7.2847 0.0587 0.0122 0.0634 17.6654 
Image_2(c) 6.9183 1.2554 11.5844 0.1270 0.0167 0.1144 24.3707 
Image_2(d) 1.6871 0.1162 20.5579 0.0974 0.0144 0.0713 32.9284 
Image_3(a) 8.9890 3.8432 4.2404 0.0492 0.0095 0.0784 13.7414 
Image_3(b) 4.3357 1.9816 17.2348 0.0883 0.0312 0.1120 30.9975 
Image_3(c) 1.8171 0.2043 23.8117 0.0779 0.0411 0.1109 38.2081 
Image_3(d) 0.2196 0.0125 32.6444 0.0410 0.0207 0.0706 45.5951 
Image_4(a) 7.8073 2.9641 6.1197 0.0601 0.0123 0.0807 15.0407 
Image_4(b) 5.6029 5.4403 17.5923 0.0573 0.0307 0.0776 28.7585 
Image_4(c) 5.6086 4.3492 20.0424 0.0772 0.0287 0.0966 32.1571 
Image_4(d) 0.3362 0.0194 27.7483 0.0547 0.0109 0.0537 39.8169 
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Figure 2.6:  Plot measure results of images with background luminance change using 
different enhancement measures. 
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2.2.3.5   Gaussian Noise Effect 

Figure 2.7 shows 16 images embedded with different levels of Gaussian noise. This test 

is designed to investigate how Gaussian noise affects the measurement performance of 

these enhancement measures.  

Image_1 

 

Image_2 

 

Image_3 

 

Image_4 

 

 (a) (b) (c) (d) 

Figure 2.7:  Images with different levels of Gaussian noise added. 

 

These images with noise were measured individually by all above mentioned 

enhancement measures. The measure results are shown in Table 2.6 and plotted in Figure 

2.8. The more Gaussian noise is added, the worse the image contrast visually will be. The 
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results of SDME decrease as the level of Gaussian noise increase. This is also consistent 

with the visual assessment. 

TABLE 2.6  MEASURE RESULTS OF IMAGES IN FIGURE 2I USING DIFFERENT 

ENHANCEMENT MEASURE 

 EME EMEE AME AMEE logAME logAMEE SDME 

Image_1(a) 8.1516 14.3138 9.6827 0.1213 0.0155 0.1207 23.9843 
Image_1(b) 11.1389 31.6124 6.3977 -0.1497 0.0098 0.0923 20.6883 
Image_1(c) 13.2356 67.5125 3.9170 -0.4788 0.0060 0.0566 18.0911 
Image_1(d) 15.2586 73.2776 0.1247 -3.6137 0.0013 -0.0203 14.3536 
Image_2(a) 10.2772 17.8065 7.8886 0.0509 0.0128 0.0984 22.0000 
Image_2(b) 12.4190 56.3724 4.5988 -1.5568 0.0076 0.0547 18.7564 
Image_2(c) 13.0054 37.2255 2.0090 -6.9031 0.0041 0.0072 16.2222 
Image_2(d) 13.3541 106.0333 -1.7314 -11.4682 -0.0003 -0.0945 12.4955 
Image_3(a) 3.9884 1.7298 15.0069 0.1191 0.0256 0.1402 29.9022 
Image_3(b) 6.8324 6.1852 10.0712 0.0440 0.0158 0.1297 24.5424 
Image_3(c) 9.6927 23.0281 6.8314 -0.1716 0.0102 0.1007 21.1741 
Image_3(d) 14.2870 68.6244 2.4370 -1.4888 0.0038 0.0325 16.4915 
Image_4(a) 8.3348 41.4229 12.6769 0.0892 0.0213 0.1067 26.7255 
Image_4(b) 10.0902 79.0921 8.6893 -0.1807 0.0137 0.0893 22.7938 
Image_4(c) 10.6306 50.2440 5.9380 -0.5848 0.0091 0.0623 20.1307 
Image_4(d) 11.1258 60.5979 2.1147 -2.4057 0.0037 -0.0137 16.2023 
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Figure 2.8:  Plot measure results of images with different amount of Gaussian noise using 
different enhancement measures. 



www.manaraa.com

2.   3D CT BAGGAGE IMAGE ENHANCEMENT 

32 
 

2.2.3.6   Salt & Pepper Noise Effect 

This simulation is to test how Salt & Pepper noise affects the measurement performance 

of these enhancement measures. Figure 2.9 shows 16 images embedded with different 

levels of Salt & Pepper noise.  

Image_1 

 

Image_2 

 

Image_3 

 

Image_4 

 

 (a) (b) (c) (d) 

Figure 2.9:  Images with different amount of Salt & Pepper noise added. 

 

These images were measured by all enhancement measures above, individually. The 

measure results are shown in Table 2.7 and plotted in Figure 2.10. The results show that 
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the Salt & Pepper noise does not significantly affects the SDME measure results. This 

demonstrates that the SDME can overcome the effect of the Salt & Pepper noise. 

TABLE 2.7  MEASURE RESULTS OF IMAGES IN FIGURE 2.9 USING DIFFERENT 

ENHANCEMENT MEASURE 

 EME EMEE AME AMEE logAME logAMEE SDME 

Image_1(a) 6.1158 1.8539 12.8281 0.1132 0.0190 0.1033 25.9267 
Image_1(b) 6.4075 2.0316 11.9228 0.1081 0.0174 0.0944 25.2521 
Image_1(c) 7.2040 2.5763 9.5478 0.0942 0.0131 0.0716 23.2209 
Image_1(d) 7.9108 3.0137 7.6181 0.0818 0.0098 0.0537 21.4853 
Image_2(a) 7.2460 1.6201 10.8077 0.1202 0.0153 0.1050 23.7027 
Image_2(b) 7.6475 2.0443 10.0273 0.1136 0.0139 0.0953 22.9607 
Image_2(c) 8.4881 2.8928 8.1638 0.0972 0.0107 0.0738 21.3545 
Image_2(d) 9.3620 3.7847 6.4851 0.0822 0.0079 0.0550 19.6335 
Image_3(a) 2.1264 0.2843 22.0902 0.0771 0.0376 0.1015 36.8285 
Image_3(b) 2.4498 0.3762 20.4982 0.0762 0.0343 0.0926 35.4825 
Image_3(c) 3.2652 0.5954 16.1490 0.0721 0.0257 0.0700 31.8750 
Image_3(d) 3.9543 0.7616 12.9511 0.0676 0.0195 0.0532 29.0103 
Image_4(a) 5.8243 4.5907 18.7569 0.0744 0.0263 0.0886 31.3786 
Image_4(b) 6.0728 4.9144 17.4180 0.0719 0.0238 0.0805 30.3944 
Image_4(c) 6.6685 5.7652 14.3144 0.0642 0.0184 0.0613 28.2824 
Image_4(d) 7.2770 6.0418 11.4387 0.0579 0.0134 0.0460 26.1792 
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Figure 2.10:  Plot measure results of images with different amount of Salt & Pepper noise 
using different enhancement measures. 
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In summary, the SDME has been compared with six existing measure methods. 

Simulation results have demonstrated that the SDME’s excellent measure performance. It 

has ability to evaluate different types of images, measure the change of the background 

luminance, and withstand the effect of noise. Section 2.4.2 and Chapter 3 will use the 

SDME for enhancement evaluation and parameter optimization. 



www.manaraa.com

2.   3D CT BAGGAGE IMAGE ENHANCEMENT 

35 
 

22..33      22DD  CCTT  BBaaggggaaggee  IImmaaggee  AAnnaallyyssiiss  aanndd  DDeennooiissiinngg  

A 3D CT baggage volume image consists of hundreds of 2D images called image slices. 

This section analyzes the characteristics of 2D CT baggage images. A new image 

denoising method is then introduced, using the alpha-weighted mean as a threshold for 

removing background noise from the 2D CT baggage images. 

22..33..11      22DD  CCTT  BBaaggggaaggee  IImmaaggee  AAnnaallyyssiiss  

In baggage scanning systems, the pixel values of CT baggage images are represented by 

16 bits. In general, only the object skeletons with high intensity values are visually 

recognizable, while other regions are dark, as shown in Figure 2.11.  

 

 

(a) (b) (c) (d) 

Figure 2.11:  2D CT baggage images and their pixel intensity distribution in the column 
direction. The top row shows original images. The bottom row shows the pixel 
intensity distribution in the column direction. This demonstrates that pixel 
intensity values are very high in the object regions and extremely low in the 
dark regions.  
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The bottom row in Figure 2.11 plots the pixel intensity distribution of 2D CT baggage 

images in the column direction. The pixels with high intensity values are concentrated in 

the object regions of the image. The non-object regions of the images are very dark where 

the pixel values are very small but not zeros. This observation shows that there is a lot of 

background noise in the 2D CT image. This can be verified by the results shown in 

Figure 2.12.  

 

 

(a) (b) (c) (d) 

Figure 2.12:  2D CT baggage images are processed by different nonlinear operations. (a) 
Original images; (b) uint8 [95]; (c) logarithmic operation [96]; (d) Histogram 
Equalization. This demonstrates that the CT images are subject to the presence 
of projection noise 

 

In Figure 2.12, the 2D CT baggage images are processed by three different nonlinear 

processes, namely the uint8 format operation, the logarithmic operation and histogram 

equalization. The uint8 format (8-bit unsigned integer type) [95] operation converts the 

image intensity values to their nearest integers if they are between 0 and 255, sets them to 

255 if image data values are greater than 255, and to zero if they are found to be less than 

zero resulting from the computational processing. The logarithmic operation processes 
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images using a log function of the image intensity [96]. Histogram equalization [1] is a 

simple nonlinear transformation used for image enhancement. The results in Figure 2.12 

demonstrate that background noise becomes visible after these nonlinear processes have 

been applied. Since image enhancement is also a nonlinear process, the enhancement of a 

2D CT baggage image requires a preprocess to remove background noise. 

22..33..22      22DD  CCTT  BBaaggggaaggee  IImmaaggee  DDeennooiissiinngg  

Since the intensity value of background noise in 2D CT baggage images is very small (as 

shown in the bottom row in Figure 2.11), background noise can be removed from the 

images using the image decomposition technique with a specific thresholding. In this 

section, an alpha-weighted mean value is used as the threshold. This is called the alpha-

weighted mean separation. 

For an input image, ( , )I m n , the process separates the input image into two sub-

images, ( , )UI m n and ( , )LI m n . One sub-image, ( , )LI m n , contains those pixels with a 

value lower than the threshold. The other sub-image, ( , )UI m n , contains those pixels that 

have a value greater than the threshold. The maximum, mean and minimum values of the 

input images are maxI , meanI , and minI  respectively, while the alpha-weighted mean 

separation is defined by 

 
( , ) ( , ) for ( , )

( , ) ( , ) for ( , )
U mean

L mean

I m n I m n I m n I

I m n I m n I m n I




 
  

 (3) 

where meanI  is the threshold value, and min maxmeanI I I  . 
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(a) (b) (c) 

  

  

(d) (e) (f) 

Figure 2.13:  Alpha-weighted mean separation of the 2D CT baggage images. (a)-(f): the 
top row shows the original 2D CT baggage images and their sub-images; the 
second row shows their pixel intensity distributions in the column direction. 
(a)&(d) The original images; (b)&(e) The sub-images, ( , )LI m n , with pixel 

values less than the threshold; (c)&(f) The sub-images, ( , )UI m n , with pixel 
values greater than the threshold. 

 

Figure 2.13 gives two examples of the alpha-weighted mean separation of the 2D CT 

baggage images. The sub-images with pixel values below the threshold contain the most 
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background noise. The object is located in the sub-image that has a pixel value equal to 

or above the threshold. These are verified by their pixel intensity distributions in the 

column direction. The selection process of the α value will be discussed in Section 2.4.2. 
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22..44      33DD  CCTT  BBaaggggaaggee  IImmaaggee  EEnnhhaanncceemmeenntt  AAllggoorriitthhmm  

UUssiinngg  AAllpphhaa  WWeeiigghhtteedd  MMeeaann  SSeeppaarraattiioonn  

This section introduces a new 3D CT baggage image enhancement algorithm and 

presents a new parameter training method using the SDME measure for optimizing the 

parameters and achieving the best enhancement performance. Simulation results and 

comparisons are given to demonstrate the enhancement performance of the presented 

algorithm. 

22..44..11      TThhee  NNeeww  AAllggoorriitthhmm  ffoorr  EEnnhhaanncciinngg  33DD  CCTT  BBaaggggaaggee  IImmaaggeess  

In general, a 3D CT baggage image is composed of hundreds of 2D images. It is also a 

volume image with a file size larger than 150MB. An average computer will have 

difficulty processing the entire 3D CT image at one time. To solve this problem, this 

dissertation introduces a new 3D CT baggage image enhancement algorithm that 

enhances the 2D images individually, and then combines the enhanced 2D images to 

obtain the final enhanced 3D CT image. 

According to the image analysis in Section 2.3, the CT baggage images’ background 

noise must be removed before the enhancement process is carried out. The presented 

enhancement algorithm uses alpha-weighted mean separation (AWMSE) for image 

denoising and enhancement. It enhances each 2D image using two main processes: noise 

removal and object image enhancement. Figure 2.14 shows the new algorithm. 
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1th
( , )I m n

( , )OI m n

( , )E m n

2th

( , )UI m n

( , )NI m n

( , )LI m n

2th

 

Figure 2.14:  Block diagram of the AWMSE algorithm for CT baggage images. 

 

First, the AWMSE algorithm obtains the object image by removing background noise 

from the original 2D CT image using the alpha-weighted mean separation as defined by, 

   1

1

( , ) ( , ) for ( , )

( , ) ( , ) for ( , )
O

N

I m n I m n I m n th

I m n I m n I m n th

 
  

 (4) 

where ( , )OI m n and ( , )NI m n are the object image and the background noise image, 

respectively. The threshold 1 1 meanth I , and meanI  is the mean value of the 2D CT image. 

The object image is then separated into two sub-images: the upper sub-image, ( , )UI m n , 

which contains those pixels that have an intensity value equal to or greater than the 

threshold 2th ; and the lower sub-image, ( , )LI m n , which consists of those pixels that 

have an intensity value less than the threshold 2th . This separation is defined by, 

   2

2

( , ) ( , ) for ( , )

( , ) ( , ) for ( , )
U O O

L O O

I m n I m n I m n th

I m n I m n I m n th

 
  

 (5) 

where the threshold 2 2 _O meanth I , and _O meanI
 
is the mean value of the object image 

( , )OI m n . 
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The upper sub-image includes all the bright regions of the original 2D CT image. This 

sub-image has a large data range despite the fact that there are a small number of pixels 

with adequately high intensity values. The lower sub-image, on the other hand, contains 

most of the informative pixels that have a lower intensity value and are in need of 

improvement. These pixels are what cause the CT images to be very dark even though 

they have a broad data range.  

Users have the flexibility to use any new or existing enhancement method to enhance the 

lower sub-image. Histogram equalization is a well-known enhancement method and can 

significantly improve the contrast of and image without changing the image data range. 

To demonstrate the performance of the presented algorithm when considered as just one 

example of an existing enhancement method, histogram equalization is selected to 

enhance the lower sub-image. 

Let 0 1 1{ , ,..., }pX X X  , 0 1 1... pX X X    , denote all nonzero discrete gray levels in the 

lower image ( , )LI m n . For a given pixel value ( , )L kI m n X , 0,1,... 1k p  , its 

cumulative density function is, 

   ( , )
0

L

k
k

I m n
i

q
C

q

   (6) 

where kq  is the number of times that the gray level kX  appears in the lower 

image ( , )LI m n  and q  is the total number of the nonzero pixels in the lower image 

( , )LI m n . 
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The pixel intensity of the upper image can then be clipped to the maximum value of the 

lower image (which is also equal to the threshold 2th ) in such a way that the data range of 

the images is significantly narrowed down without generating additional artifacts. 

The final enhanced 2D CT image can be obtained by 

  ( , ) ( , ) ( , )U LE m n E m n E m n   (7) 

where,  

2

0 1 0 ( , )

( , ) for  ( , ) 0

( , ) ( )
L

U U

L p I m n

E m n th I m n

E m n X X X C

 
   

 

and where 0X  and 1 2pX th  are the minimum and maximum values in the image 

( , )LI m n . 

Note that the enhancement process in the presented algorithm reverts to the traditional 

histogram equalization when 2 maxth I . In this case, the lower sub-image is equal to the 

object image, namely ( , ) ( , )L OI m n I m n ; the upper sub-image is zero, i.e. ( , ) 0UI m n  .   

1th
( , )OI m n

( , )E m n

2th

( , )UI m n

( , )NI m n

( , )LI m n( , )I m n ( , )LE m n

( , )UE m n

 

Figure 2.15:  Image changes at each step of the AWMSE algorithm. 
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Figure 2.15 gives an example that demonstrates how the image changes in each process 

in the AWMSE algorithm.  

22..44..22      TTrraaiinn  PPaarraammeetteerrss  

The AWMSE algorithm has two parameters: α1 for noise removal and α2 for image 

enhancement. This section addresses how the parameters affect the enhanced results, as 

well as the methods used to select the parameters. 

  

  

  

(a) Lower sub-images (b) Upper sub-images 
(c) Enhanced upper 

sub-images 
 (d) Enhanced upper 

sub-images 

Figure 2.16:  2D CT baggage image separation using different alpha values. Top row: 
α=1; Middle row: α=5.3; Bottom row: α=12. (a) The lower sub-images, namely 
the noise images; (b) the upper sub-images, namely the object images; (c) the 
enhanced upper sub-images; (d) the pixel intensity distribution of the enhanced 
upper images in the column direction. 
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First, the parameter α1 is trained for the noise removal process. To subtract the 

background noise from the original CT images, different α1 values are used for image 

separation. The object images are then enhanced using the traditional histogram 

equalization, which is a special case of the AWMSE algorithm for 2 maxth I . Figure 2.16 

gives a training example. If α1 is very low, it means that there is some background noise 

present in the enhanced images, as is the case in the example given in the top row of 

Figure 2.16. The background noise can be removed when an appropriate α1 value is used, 

as is the case in the middle row of Figure 2.16. However, some object information is lost 

if the α1 value is very high, as is the case in the bottom row in Figure 2.16. Therefore, it 

can be conclude that the α1 value of the example given in the middle row of Figure 2.16 

is closest to being the best result, since it keeps the object information while removing 

background noise. This observation can be verified by examining the pixel intensity 

distributions in Figure 2.16(d).  
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Figure 2.17:  SDME measure results for 2D image enhancement using different α2 values. 
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For every α1 value used in the noise removal process, the parameter α2 is optimized for 

the image enhancement process. Based on the simulation results in Figure 2.16, the same 

CT baggage image is selected, whereas, for the noise removal process, α1 is set to 5.3. 

Different α2 values are applied for object image enhancement and the SDME is used to 

measure the enhanced images. Figure 2.17 plots the measure results. Figure 2.18 shows 

several enhanced images using the alpha values selected from Figure 2.17. The visual 

quality of the original image is significantly improved. The SDME measure results in 

Figure 2.18 demonstrate the improvement. The higher SDME values often results in the 

better enhancement performance. Thus the SDME is used to select the best α2 value. 

 

 

(a) Original 2D image 

SDME=44.3289 

(b) α2=1.6 

SDME=45.37 

(c) α2=2.4 

SDME=48.3398 

(d) α2=5.6 

SDME=49.0154 

Figure 2.18:  2D image enhancement using different alpha values selected from Figure 
2.17. (a) shows the original object image obtained by the noise removal 
process, α1=5.3; (b)-(d) shows the enhanced object images using different α2 
values. 
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22..44..33      SSiimmuullaattiioonn  rreessuullttss  

This section provides several simulations and measure results to demonstrate the 

AWMSE’s enhancement performance. It then compares the presented algorithm with two 

existing enhancement methods for 2D CT baggage image enhancement.  

2.4.3.1   CT Baggage Image Enhancement  

Figure 2.19 shows the enhanced results of four 2D CT baggage images. The images are 

enhanced by the AWMSE individually. The original images and enhanced images are 

measured by the SDME measure. The measure results are shown in Figure 2.19.  

 

SDME=30.7675 SDME=33.9308 SDME=37.6769 SDME=38.002 

 

(a) SDME=43.3394 (b) SDME=46.6898 (c) SDME=48.9462 (d) SDME=46.0667 

Figure 2.19:  2D CT baggage image enhanced by the AWMSE algorithm. The top row 
shows original images. The bottom row shows the enhanced images. (a) The 
slice image of the volume image #1; (b) The slice image of the volume image 
#2; (c) The slice image of the volume image #3; (d) The slice image of the 
volume image #4. 

 

To show clearly the visual improvement of the enhanced images, Figure 2.20 shows 

object images that have been manually cropped from both the original and enhanced 
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images in Figure 2.19 for visual clarity. The results show that the AWMSE significantly 

improves the visual quality of the 2D CT baggage images. The SDME measure results in 

Figure 2.19 verify this improvement.   

 

 
(a) (b) (c) (d) 

Figure 2.20:  The regions cropped from the 2D CT baggage images in Figure 2.19. The 
top row shows the regions cropped from the original images. The bottom row 
shows the regions cropped from the enhanced images. (a) The object region 
cropped from the slice images in Fig 9(a); (b) The object region cropped from 
the slice images in Fig 9(b); (c) The object region cropped from the slice 
images in Fig 9(c); (d) The object region cropped from the slice images in Fig 
9(d). 

2.4.3.2   3D CT Baggage Image Enhancement 

To show the performance of the AWMSE algorithm for 3D CT baggage image 

enhancement, this section presents several enhanced 3D CT baggage images. 

Figure 2.21-24 gives different views of the original and enhanced 3D CT baggage 

images. The top rows contain the original 3D CT baggage images as viewed from the top, 

bottom, front and back. The bottom rows show different views of the enhanced 3D CT 

baggage images from corresponding sides. As can be seen, the visual quality of the 3D 

CT baggage images is significantly improved. This demonstrates the excellent 

enhancement performance of the AWMSE when it comes to 3D CT baggage image 

enhancement. 
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(a) (b) (c) (d) 

Figure 2.21:  Enhanced results of 3D CT baggage image #1. The top row shows different 
views of the original 3D CT baggage image; the bottom row shows different 
views of the 3D image enhanced by the AWMSE algorithm. (a) Top view of 
the entire 3D image; (b) Bottom view of the entire 3D image; (c) Front side 
view of the 2D image slices #31-280; (d) Back side view of the 2D image 
slices #31-280. 

 

 
(a) (b) (c) (d) 

Figure 2.22:  Enhanced results of 3D CT baggage image #2. The top row shows different 
views of the original 3D CT baggage image; the bottom row shows different 
views of the 3D image enhanced by the AWMSE algorithm. (a) Top view of 
the entire 3D image; (b) Bottom view of the entire 3D image; (c) Front side 
view of the 2D image slices #21-250; (d) Back side view of the 2D image 
slices #21-250. 
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(a) (b) (c) (d) 

Figure 2.23:  Enhanced results of 3D CT baggage image #3. The top row shows different 
views of the original 3D CT baggage image; the bottom row shows different 
views of the 3D image enhanced by the AWMSE algorithm. (a) Top view of 
the entire 3D image; (b) Bottom view of the entire 3D image; (c) Front side 
view of the 2D image slices #34-293; (d) Back side view of the 2D image 
slices #34-293. 

 

 
(a) (b) (c) (d) 

Figure 2.24:  Enhanced results of 3D CT baggage image #4. The top row shows different 
views of the original 3D CT baggage image; the bottom row shows different 
views of the 3D image enhanced by the AWMSE algorithm. (a) Top view of 
the entire 3D image; (b) Bottom view of the entire 3D image; (c) Front side 
view of the 2D image slices #131-290; (d) Back side view of the 2D image 
slices #131-290. 
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2.4.3.3   Enhancement Comparison  

To demonstrate the AWMSE algorithm’s enhancement performance, it can be compared 

with two other enhancement methods, namely, the alpha-weighted quadratic filter 

(AWQF) [37] (which will be introduced in Chapter 3) and bi-histogram equalization 

(BIHE) [97]. These are used to enhance 2D CT baggage images individually. 

Figures 2.25 and 2.26 give the enhancement results of two 2D CT baggage images. The 

2D CT baggage images are processed by the same denoising process, and then enhanced 

by the AWMSE, AWQF, and the BIHE, respectively. The enhanced images and cropped 

regions show that the images enhanced by the AWMSE have the best visual quality and 

the least amount of background noise. The SDME measure results demonstrate this 

improvement. 

 

 
(a) Original 

SDME=36.124 
(b) AWMSE 

SDME=49.5505 
(c) AWQF 

SDME=47.8292 
(d) BIHE 

SDME=48.5744 

Figure 2.25:  Comparison of the image enhancement using different enhancement 
methods. The top row shows the original and enhanced 2D CT baggage 
images. The bottom row shows the cropped regions from the corresponding 2D 
CT baggage images above. (a) The original 2D CT baggage image; (b) the 
image enhanced by the AWMSE; (c) the image enhanced by the AWQF; (d) 
the image enhanced by the BIHE. This demonstrates that the AWMSE 
outperforms other methods. 
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(a) Original 

SDME=38.002 
(b) AWMSE 

SDME=48.2297 
(c) AWQF 

SDME=42.7494 
(d) BIHE 

SDME=45.327 

Figure 2.26:  Comparison of the image enhancement using different enhancement 
methods. The top row shows the original and enhanced 2D CT baggage 
images. The bottom row shows the cropped regions from the corresponding 2D 
CT baggage images above. (a) The original 2D CT baggage image; (b) the 
image enhanced by the AWMSE; (c) the image enhanced by the AWQF; (d) 
the image enhanced by the BIHE. This demonstrates that the AWMSE 
outperforms other methods. 

2.4.3.4   Execution Performance  

To demonstrate the execution performance of the AWMSE algorithm, it is used to 

enhance a 2D CT baggage image (image size of 512×640 and its file size of 627KB) and 

a 3D CT baggage image (image size of 512×640×317 and its file size of 198MB) as test 

images. The CPU time and memory usage are then measured and recorded. The results 

were measured by Matlab R2009a on a computer running the Windows XP operating 

system with 3GB memory and with a CPU using Intel Core Duo E6550 (2.60GHz, 4MB 

L2 cache, 1066 MHz FSB). 

TABLE 2.8  THE CPU TIME AND MEMORY USAGE OF THE AWMSE ALGORITHM 

Image 
Image Size 

(pixel) 
Image File 
Size (MB) 

CPU Time 
(second) 

Memory 
Usage (MB) 

2D CT baggage image 512×640 0.627 1.5312 0.8216576 

3D CT baggage image 512×640×317 198 1.1164×103 11.726848 
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The results are shown in Table 2.2. As can be seen, the AWMSE algorithm took 1.5312 

seconds to enhance the 2D CT image with the size of 512×640, and took 1.1164×103 

seconds (about 0.31 hours) to enhance a 3D CT volume image with 317 2D image slices. 

Its memory usage is 0.8216576 MB for enhancing the 2D image and 11.726848 MB for 

enhancing the 3D image. This performance can be further improved by using the C/C++ 

language or a hardware implementation such as a FPGA. 
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22..55      SSuummmmaarryy  aanndd  DDiissccuussssiioonn  

In this chapter, a new SDME enhancement measure has been introduced to quantitatively 

evaluate the performance of the enhancement algorithms and to select the best parameters 

for the enhancement algorithms. It is based on the concept of the second derivative. 

According to the analysis of the characteristics of the 2D CT baggage images, the CT 

images are visually very dark because they contain a number of pixels with high intensity 

values that greatly expand the data range of the entire image. Due to the fact that the 

pixels in the background regions in the image have nonzero intensity values, the CT 

images contain a lot of background noise. Based on the analysis results, a new image 

enhancement algorithm has been introduced to improve the visual quality of 3D CT 

baggage images and remove the background noise for homeland security applications. 

The performance of the presented enhancement algorithm has been demonstrated by 

integrating alpha-weighted mean separation with histogram equalization techniques.  

The presented enhancement algorithm has been shown to have the ability to significantly 

improve the global contrast of the original CT images and the visual quality of objects 

while reducing background noise. Computer simulations and comparisons have 

demonstrated that the presented algorithm outperforms other enhancement methods in 

enhancing 3D CT baggage images. The quantitative SDME measure results have further 

proven the excellent enhancement performance of the presented algorithm. The presented 

algorithm has the potential to be used for object segmentation and recognition in 

homeland security and medical applications. 
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Chapter 3  

Nonlinear Filtering Algorithms for Medical 

Image Enhancement 

This chapter introduces a new nonlinear filter called the Alpha-Weighted Quadratic Filter 

(AWQF). To enhance mammograms for breast cancer detection, the AWQF is integrated 

with human visual system (HVS)-based decomposition and unsharp masking techniques. 

To enhance prostate MR images for prostate cancer detection, the AWQF is combined 

with the alpha-trimmed mean separation and the logarithmic enhancement technique.  
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33..11      IInnttrroodduuccttiioonn  

Cancer is a leading cause of death among human beings and is a worldwide health 

concern. Breast cancer, for example, is the leading cause of death in women between the 

ages of 35 and 55. The National Cancer Institute estimates that one out of every eight 

women in the United States will develop breast cancer at some point in her lifetime [98]. 

Statistics from the World Health Organization in 2004 showed that 13% of deaths all 

over the world are caused by cancer while the number of people dying of cancer is 

reported to rise by an estimated 12 million by 2030 [99]. Prostate cancer, on the other 

hand, is the single most common type of cancer in men in the United States. The latest 

American Cancer Society estimates that about 192,280 new cases of prostate cancer were 

diagnosed and 27,360 men died of prostate cancer in the United States in 2009 [100].  

Currently, there are no effective ways to prevent breast cancer because its cause remains 

unknown [31, 101]. Early detection of cancer is an important and effective method to 

reduce mortality, since early stage treatments of breast cancer are most likely to succeed, 

while prostate cancer is curable in its early stage [82, 102, 103].  

Several imaging techniques for examining the breast and prostate exist, such as magnetic 

resonance imaging (MRI), ultrasound imaging and X-ray imaging. Mammography (X-ray 

imaging) is the most common and reliable technique used by radiologists to detect and 

diagnose breast cancer [104, 105]. MRI is one effective method that can improve the 

visualization and localization of prostate cancer.  
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Due to limitations in system hardware, however, medical images may present problem 

characteristics such as poor resolution or low contrast. The lack of good contrast between 

objects or regions and their local backgrounds in medical images can often make the 

early detection of cancer a difficult task. The features of a suspected cancer are usually 

minute at the earlier stage, often taking the form of microcalcifications – very small 

calcium deposits, appearing as granular bright spots in mammograms [106, 107] and an 

important early indicator of the possible presence of breast cancer [108, 109]. The 

distinction between malignant diseases and benign glandular tissue is also not readily 

discernable, making accurate diagnosis difficult. The situation is exasperated by the fact 

that radiologists routinely interpret large numbers of mammograms and can sometimes 

misdiagnose a condition [17]. Currently, the prostate boundaries have to be outlined 

manually in images – a tedious, time-consuming, and often irreproducible job [110]. 

Collecting more image data at the data acquisition stage or enhancing images during the 

post image processing stage are two ways to improve the visual quality of medical 

images in medical imaging systems. However, the former method – at the acquisition 

stage – significantly increases the overall acquisition time, the amount of radiation a 

patient is exposed to and hardware costs [111]. Image enhancement in the post image 

processing stage utilizes different image enhancement techniques to enhance the contrast 

of medical images. The goal of image enhancement is to improve the visual quality of 

medical images, reducing the need for tedious or subjective human interpretations and 

improving the accuracy of breast cancer detection and diagnosis (as well as prostate 

cancer in its early stage [112, 113]). 
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Breast cancer appears as bright regions of mammograms, while prostate cancer presents 

as shadow regions of prostate MR images. Therefore, different enhancement algorithms 

are needed to improve the visual quality of medical images for particular real world 

applications. Many image algorithms for enhancing mammograms and other medical 

images have been developed recently. They can be classified into two basic categories: 

frequency domain methods and spatial domain methods. The literature review and 

comparison are addressed in [108, 114, 115]. 

Frequency domain methods: Enhancement algorithms for mammograms that use 

multiscale representation decompose mammograms into a multiscale subband 

representation in the contourlet transform [116] or Discrete Wavelet Transforms (DWTs) 

such as the discrete dyadic wavelet transform [26-28], Integrated Wavelets [29] or 

Redundant Discrete Wavelet Transform [30]. Next, technologies such as nonlinear 

filtering [117], regression-based extrapolation [118], adaptive unsharp masking [19], the 

wavelet shrinkage function [119], and direct contrast modification [120] are used to 

modify the transform coefficients in each subband of the multiscale representation. 

Finally, the enhanced mammograms are obtained from the modified coefficients. The 

DWT based methods include Multi-wavelet grading [121] and dynamic contrast 

enhancement [122] for enhancing MR images and other examples, as shown in [123-

125]. However, a wavelet representation does not efficiently show the contours or the 

geometry of edges in images [116].  

Due to the suitability of fuzzy set theory for dealing with the uncertainty associated with 

the definition of image edges, boundaries and contrast, it has often been used for image 
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processing and pattern recognition. Algorithms based on fuzzy set theory have been 

developed to enhance the contrast of mammograms [31-34]. Adaptive fuzzy logic has 

also been used to enhance the contrast of mammography images [32] and to improve the 

contours and fine details of mammographic features such as microcalcifications and 

masses [31]. Fuzzy logic has been integrated with other techniques such as histogram 

equalization for medical image enhancement [33], and structure tensor for the contrast 

enhancement of microcalcifications in digital mammograms [34]. To enhance prostate 

MR images, a combination of domain knowledge-based fuzzy inference system and a set 

of adaptive region-based operators is used [126]. 

The frequency domain techniques are also based on Discrete Cosine Transform (DCT) 

[23-25]. Methods such as alpha-rooting, logarithmic enhancement [88] and histogram 

equalization [23] are used to modify the transform coefficients of the images. The 

advantages of the frequency domain based techniques include: (a) a low complexity of 

computations; (b) an important role for the orthogonal transforms in digital signal/image 

processing applications; and (c) they are easy to view and manipulate [127].  

Spatial domain methods: Spatial domain based enhancement techniques directly 

manipulate an image’s pixels using a variety of methods based on nonlinear filtering [7-

12], histogram equalization [6, 93, 128], adaptive neighborhood [13-17] or unsharp 

masking [18-22].  

Since nonlinear filtering is known for its ability to obtain more robust characteristics for 

suppressing noise and preserving edges and details, it is a technique that is particularly 

desirable when it comes to enhancing mammographic and other types of medical images. 
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Examples include utilizing the adaptive density-weighted filter [10], the tree-structured 

nonlinear filters [11] and adaptive anisotropic filtering [12].  

Several algorithms have been developed for mammogram enhancement using adaptive 

neighborhood (or region-based) contrast enhancement (ANCE) [13-17]. Operating on 

local region backgrounds and contrasts in mammograms, the ANCE is designed to 

improve the contrast of specific regions, objects and details. The region contrast is 

calculated and enhanced according to the region’s contrast, its background, its 

neighborhood size and its seed pixel value [16].  

Another interesting enhancement technique is unsharp masking (UM). The traditional 

UM performs well when it comes to enhancing the fine details of original images. 

However, it does also amplify noise and tends to overshoot sharp details at the same time 

[20, 21]. To overcome this problem, several modification schemes have been developed 

in which the highpass filter is replaced with the adaptive filter [20], quadratic filter [129] 

and its derived filtering operators known as rational unsharp masking [21] and cubic 

unsharp masking [22]. Algorithms using unsharp masking techniques have also been 

developed [18, 19].  

In this chapter, a new nonlinear filter called the Alpha-Weighted Quadratic Filter 

(AWQF) is introduced for mammogram enhancement and the suppression of image noise 

in the spatial domain [37]. In order to enhance mammograms for breast cancer detection, 

the AWQF is integrated with human visual system (HVS)-based decomposition [38] and 

unsharp masking techniques [36]. In order to enhance prostate MR images for prostate 
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cancer detection, the AWQF is combined with alpha-trimmed mean separation [39] and 

the logarithmic enhancement technique [40].  

The rest of this chapter is organized as follows: Section 3.2 introduces the new alpha 

weighted quadratic filter and simulation results for mammogram enhancement. Section 

3.3 introduces a HVS-based mammogram enhancement algorithm. In order to solve one 

particular problem (that traditional unsharp masking is sensitive to noise), Section 3.4 

presents a new nonlinear unsharp masking scheme for mammogram enhancement. To 

enhance prostate MR images for prostate cancer detection, Section 3.5 combines the 

nonlinear filtering with the alpha-trimmed mean separation, while Section 3.6 combines 

the nonlinear filtering with the logarithmic enhancement technique. Finally, Section 3.7 

addresses a summary discussion and indicates several future directions. 
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33..22      MMaammmmooggrraamm  EEnnhhaanncceemmeenntt  UUssiinngg  tthhee  AAllpphhaa  

WWeeiigghhtteedd  QQuuaaddrraattiicc  FFiilltteerr  

Nonlinear filters demonstrate an excellent level of performance when it comes to contrast 

enhancement and the suppression of noise. By extending the concept of the quadratic 

filter, the new alpha weighted quadratic filter (AWQF) is introduced. Its application for 

mammogram enhancement and the increased efficiency of breast cancer detection is 

investigated.  

The AWQF is a complex nonlinear filter and requires a large number of coefficients. This 

gives the AWQF more power and design flexibility to meet the specific and complex 

requirements of real world applications. An implementation algorithm is introduced to 

help users design the AWQF. Simulation results are given to show its performance for 

mammogram enhancement. 

33..22..11      AAllpphhaa  WWeeiigghhtteedd  QQuuaaddrraattiicc  FFiilltteerr  

This section reviews the definition of the quadratic filter and then introduces a new alpha 

weighted quadratic filter (AWQF). The AWQF’s properties are also discussed. 

3.2.1.1   Quadratic Filter 

A quadratic filter is the second order of the polynomial (or Volterra) filter. The following 

equation characterizes its 1D format: 
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,

( ) ( , ) ( ) ( )
M

j k M

y n w j k x n j x n k


    (8) 

where 2 1N M   is the mask size and ( )w   is the coefficients.  

Similar to the polynomial filter, the quadratic filter is known to be a complex nonlinear 

filter. Its implementation requires that a large number of coefficients are determined in 

the filter’s design.  

Assuming the mask size is N×N, 2 1N M  , the 2D format of the quadratic filter is 

defined as, 

 
, ,

( , ) ( , , , ) ( , ) ( , )
M M

i j M k l M

y m n w i j k l x m i n j x m k n l
 

       (9) 

Or 
2

, 1

N

n jk j k
j k

y w x x


   (10) 

A study of the quadratic filter is addressed in [130].  

3.2.1.2   Alpha Weighted Quadratic Filter 

The Alpha Weighted Quadratic Filter (AWQF) is an extension of the quadratic filter 

which is defined as follows, 

 ( ) ( )

,

( ) ( , ) ( ) ( )
M

i j

i j M

y n w i j x n i x n j 



    (11) 

where ( )w   and ( )   are coefficients.  

Similarly, its 2D format is defined as follows, 
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, ,

( , ) ( , , , ) ( , ) ( , )
M M

i j k l

i j M k l M

y m n w i j k l x m i n j x m k n l 

 

       (12) 

Or  
2

, 1

j k

N

n jk j k
j k

y w x x 



   (13) 

The AWQF is also a complex nonlinear filter and requires an even larger number of 

coefficients compared to the quadratic filter in equation (9) or (10). Due to the fact that 

all its coefficients have to be determined, users may experience difficulty designing an 

AWQF for practical applications. However, the fact that it has a large number of 

coefficients means that the AWQF has more power and design flexibility to meet the 

specific and complex requirements of real world applications.  

To make the AWQF independent of the orientation of the input image’s objects or 

features, it is designed as an isotropic image operator, allowing the number of the 

AWQF’s coefficients to be reduced. 

For example, if the mask size is 3×3, 3N  (i.e. 1M  ), it contains nine image pixels. 

1
1 1w x  2

2 2w x  3
3 3w x  

4
4 4w x  5

5 5w x  6
6 6w x  

7
7 7w x  8

8 8w x  9
9 9w x  

 
Based on symmetric and isotropic properties, the weight coefficient matrix of the first 

order terms and the alpha weight matrix can be minimized as follows: 

 
1 2 1 1 2 1

1 2 5 2 2 5 2

1 2 1 1 2 1

          

w w w

W w w w

w w w

  
   

  

   
       
   
   

 (14) 
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Similar to the weight coefficient matrix of the second order terms, 

 

11 12 13 12 22 12 13 12 11

12 15 16 24 25 24 16 15 12

13 16 19 16 28 16 19 16 13

12 24 16 15 25 15 16 24 12

2 22 25 28 25 55 25 28 25 22

12 24 16 15 25 15 16 24 12

13 16 19 16 28 16 19 16 13

12 15 1

w w w w w w w w w

w w w w w w w w w

w w w w w w w w w

w w w w w w w w w

W w w w w w w w w w

w w w w w w w w w

w w w w w w w w w

w w w



6 24 25 24 16 15 12

11 12 13 12 22 12 13 12 11

w w w w w w

w w w w w w w w w

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 (15) 

To preserve the gray input level, the following conditions should be satisfied. 

1 2 5

1 2 5

11 12 13 15 16 19 22 24 25 28 55

1)  4 4 1

2)  4 4 1

3)  4 16 8 8 16 4 4 8 8 4 0

w w w

w w w w w w w w w w w

  
  
  
          

 (16) 

According to the distance between the two elements of the AWQF (two pixels of the 

input image), the AWQF can be classified into three types:  

1) Type Zero AWQF: This type of the AWQF consists of all the second order terms 

where the distance of two elements is zero, in other words, where two elements have the 

same locations. For mask size 3×3, the filter is, 

 5 1 1 1 1 2 2 2 22 2 2 2 2 2 2 2 2
55 5 11 1 3 7 9 22 2 4 6 8( ) ( )ny w x w x x x x w x x x x                  (17) 

2) Type One AWQF: The type one AWQF includes all the second order terms where the 

distance of two elements is one. In other words, the two elements are two adjacent pixels. 

For mask size 3×3, the filter becomes, 
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8 91 2 1 2 2 1 1 2 2 1 2 1 1 2

5 5 5 5 5 5 51 1 1 1 2 2 2

5 2 2 2 2 2 2 2 2 2
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15 1 5 3 5 5 7 5 9 25 2 5 4 5 5 6

5 8 24 2 4 2 6 4 8 6 8
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         

      

      

     )

 (18) 

2) Type Two AWQF: It is comprised of the second order terms where the distance of two 

elements is two. For mask size 3×3, the filter is, 

1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2

1 2 1 2 2 1 2 1 1 2 1 2 2 1 2 1

13 1 3 1 7 3 9 7 9 19 1 9 3 7 28 2 8 4 6

16 1 6 1 8 2 7 2 9 3 4 3 8 4 9 6 7

( ) ( ) ( )

( )

ny w x x x x x x x x w x x x x w x x x x

w x x x x x x x x x x x x x x x x

               

               

       

       
 (19) 

33..22..22      TThhee  AAWWQQFF  IImmpplleemmeennttaattiioonn  AAllggoorriitthhmm  

The fact that such a large number of coefficients exists in the AWQF means that it can be 

quite expensive to implement. For example, if the mask size is 3×3, there are 99 

coefficients in the AWQF. Even if symmetric and isotropic properties are utilized to 

reduce the number of its coefficients, seventeen coefficients remain. For a larger mask 

size, the number of coefficients significantly increases.  

This section introduces a new algorithm that simplifies the AWQF implementation when 

the mask size is large. The algorithm is described as follows: 

 If mask size is 3×3, the input image is directly filtered by the AWQF. 

 If mask size is 5×5, 9 image pixels are selected from the 5×5 mask window to 

generate a new 3×3 window as shown in Figure 3.1, and then filtered by the 

AWQF. 
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Figure 3.1:  Generating a new 3×3 window. 

 

 If the mask size is greater than 5×5, the AWQF is applied to the 3×3 sub-windows 

in the four corners of the mask window. The final output of the AWQF is the 

mean value of the results from these four sub-windows. 

By using a smaller mask window in such a way that the users need only focus on 

designing the AWQF with a mask size 3×3, the algorithm strives to simplify the AWQF 

design. The number of the AWQF’s coefficients is thus minimized.  

33..22..33      PPeerrffoorrmmaannccee  MMeeaassuurree  aanndd  SSiimmuullaattiioonn  RReessuullttss    

To quantitatively evaluate the AWQF’s enhancement performance, users have the 

flexibility to use any measure approach to establish a qualitative metric of mammogram 

enhancement. They can also optimize the AWQF’s coefficients using the measure results 

to obtain better enhanced mammograms. In order to design the AWQF, this section 

utilizes the logarithmic Michelson contrast measure by entropy (LogAMEE) [93] as an 

example of the enhancement measure methods.  

To further simplify implementation and reduce the number of the AWQF’s coefficients, 

assume 1 2w w h  , 1 2 h   , 15 25 16w w w h   , 12 4w h , 11 22w w h    and 

1 1h   . According to constraints in the equation (16) and definition of three types of 



www.manaraa.com

3.   NONLINEAR FILTERIING ALGORITHMS FOR MEDICAL IMAGE ENHANCEMENT 

68 
 

the AWQF, then 19 132 4w w h   , 5 5 1 8w h   , 55 8w h  and 24 122w w h   . A 

mammogram containing breast cancer shown in Figure 3.3(a) serves as the test image. 

The LogAMEE of mammograms enhanced by the AWQF with different parameters is 

plotted in Figure 3.2. The maximum value of LogAMEE is located at 0.1h  . The 

AWQF achieves the best enhancement results for the test image at this point [93]. 

 

Figure 3.2:  LogAMEE of the mammogram enhancement with breast cancer when 
parameter h changes. The maximum of the graph depicts the value of h for 
achieving the optimal enhanced image. 

 
 

(a) (b) 

Figure 3.3:  Mammogram enhancement based on the LogAMEE measure result. (a) 
Original mammogram; (b) Enhanced mammogram with 0.1h  . 
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(a) (b) (c) (d) 

 

Figure 3.4:  Enhanced results of four mammograms using different types of the AWQF 
with different coefficients. (a) Original mammograms (b) Enhanced 
mammograms using the type zero AWQF; (c) Enhanced mammograms using 
the type one AWQF; (d) Enhanced mammograms using the type two AWQF. 
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The enhanced image based on this parameter is shown in Figure 3.3(b). The global 

contrast of the original image is significantly improved. Users also have the flexibility to 

design the AWQF by manually selecting all its coefficients. By manually changing 

coefficients and utilizing the three types of the AWQF, 20 mammograms and 16 selected 

regions have been enhanced. 

Figure 3.4 shows the results of four selected mammograms which were enhanced by 

using three types of the AWQF where the coefficients were manually selected. The visual 

quality of the mammograms is far superior after the contrast and fine details of the 

originals have been enhanced. Different types of the AWQF demonstrate different levels 

of performance when it comes to enhancing mammograms.  

 

 

(a) (b) (c) (d) 

Figure 3.5:  Selective region enhancement using different types of the AWQF with 
different coefficients and window sizes. (a) Original regions; (b) Enhanced 
region using the type zero AWQF; (c) Enhanced region using the type one 
AWQF; (d) Enhanced region using the type two AWQF. 

 
Figure 3.5 shows the results for selected regions of four mammograms enhanced by the 

AWQF. As the mammograms demonstrate, the AWQF enhances not only the fine details 
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and objects (breast cancer cells) but also the dark regions. These further show that the 

AWQF is able to enhance local contrast and fine details. 

Figure 3.6 compares the enhancement performance of the AWQF and histogram 

equalization. The AWQF shows better enhancement performance because it enhances the 

contrast of mammograms and makes cancer cells and fine details more recognizable, as 

shown in Figure 3.6(c). However, histogram equalization spreads out the cancer cells and 

the boundary of the mammogram, as shown in Figure 3.6(b). 

 
(a) (b) (c) 

Figure 3.6:  Comparison of the mammogram enhancement. (a) Original image; (b) 
Enhanced image using the histogram equalization; (c) Enhanced image using 
the AWQF. 

 

  
 



www.manaraa.com

3.   NONLINEAR FILTERIING ALGORITHMS FOR MEDICAL IMAGE ENHANCEMENT 

72 
 

33..33      HHuummaann  VViissuuaall  SSyysstteemm  BBaasseedd  MMaammmmooggrraamm  

EEnnhhaanncceemmeenntt  aanndd  AAnnaallyyssiiss  

HVS-based image decomposition [131-133] is able to separate images into four sub-

images using the background intensity and the rate of information change. The sub-

images of regions 2 and 3 contain most of the illumination information of the original 

images. The less meaningful pixels are located in regions 1 and 4. These features are 

useful for image enhancement. 

This section presents a modified version of the HVS-based image decomposition, and 

then introduces a new mammogram enhancement algorithm that combines the HVS-

based image decomposition method with enhancement techniques such as nonlinear 

filtering. Simulation results and analysis demonstrate the performance of the presented 

algorithm for mammogram enhancement. 

33..33..11      HHVVSS--bbaasseedd  IImmaaggee  DDeeccoommppoossiittiioonn  

HVS-based image decomposition separates images using the background intensity and 

the rate of information change. It divides an image into four sub-images based on four 

defined regions with different background intensities: (1) the saturation region for over-

illuminated areas; (2) the Weber region for properly illuminated areas; (3) the Devries–

Rose region for under-illuminated areas; (4) the fourth region for all pixels underneath 
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the curve, which contains the least informative pixels [131, 132]. The four regions are 

shown in Figure 3.7. 

The background intensity in the HVS is defined as a weighted local mean, 

 0 1 1 2 2( , ) ( , )B m n a X m n a Y a Y    (20) 

where, ( , )B m n is the background intensity at each pixel with value ( , )X m n , and  

1 11 12 13 14

2 21 22 23 24

( 1, ) ( 1, ) ( , 1) ( , 1)

( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1)

Y b X m n b X m n b X m n b X m n

Y b X m n b X m n b X m n b X m n

       
           

 

where 0 1 2 11 12 13 21 22 23, , , , , , , ,a a a b b b b b b  are weight coefficients. 

 

Figure 3.7:  Four HVS-based regions.  R1 (above X3): Saturation region;  R2 (X2~X3): 
Weber region;  R3 (X1 ~X2): Devries-Rose region; R4 (below X1): the fourth 
region [131]. 

 

For example, when 1 1 1
0 1 22 16 16 2

, ,a a a  
 

and 11 12 13 21 22 23 1b b b b b b      , the 

background intensity will revert to a weighted local mean defined in [132, 133], 

 1 21 1
( , ) ( , )

2 2 4 4 2

Y Y
B m n X m n

      
  

 (21) 



www.manaraa.com

3.   NONLINEAR FILTERIING ALGORITHMS FOR MEDICAL IMAGE ENHANCEMENT 

74 
 

and  

1

2

( 1, ) ( 1, ) ( , 1) ( , 1)

( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1)

Y X m n X m n X m n X m n

Y X m n X m n X m n X m n

       
           

 

The rate of information change is defined as a gradient, ' ( , )X m n , which is calculated by, 

  1
'( , ) ( , ) ( , 1) ( , ) ( 1, )

2
X m n X m n X m n X m n X m n       (22) 

Let 1 2 3,  ,  B B B denote the background illumination thresholds and 1 2 3,  ,  K K K denote the 

gradient thresholds at 1 2 3,  ,  X X X . maxX , minX  are the maximum and minimum values of 

the image respectively, then [132, 133], 

 
1 1 max min

2 2 max min

3 3 max min

( )

( )

( )

B X X

B X X

B X X





 
  
  

 (23) 
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 

 



 (24) 

where 1 2 3, , ,     are coefficients based on the response characteristics of the human 

eye for different regions.   

The Weber’s rate is % 0.02  , then 2  . Since 1 is the lower saturation level, it is 

usually set 1 0  . 2 3 and    have to be determined by experimental results. It was found 



www.manaraa.com

3.   NONLINEAR FILTERIING ALGORITHMS FOR MEDICAL IMAGE ENHANCEMENT 

75 
 

that the best results obtained when 2 0.1  and 2 0.9  [132]. Finally, the four sub-

images for each HVS-based region can be defined by, 

 

'

1 3 32
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2 3 2 2

'

3 2 1 1

4

( , )
( , ) for ( , ) &
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
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


   


    

 

 (25) 

where 1 2 3 4, , ,  and R R R R  are four sub-images for the four regions, respectively. For 

example, 1R  is the sub-image of the first region. 

The four sub-images contain different intensity information. Regions 2 and 3 contain the 

most illumination information in the original images. The less meaningful pixels are 

located in regions 1 and 4. These features are useful for image enhancement. In this 

section, their applications are extended to mammogram visualization for breast cancer 

detection.  

33..33..22        TThhee  NNeeww  mmaammmmooggrraamm  EEnnhhaanncceemmeenntt  AAllggoorriitthhmm  

Since the four sub-images obtained by the HVS-based image decomposition contain 

different intensity information, users can selectively enhance only sub-images of regions 

2 and 3 while the sub-images of regions 1 and 4 remain unchangeable. As a result, it is 

mostly only the illumination information in the original images that is enhanced. This is 

accomplished without affecting other less meaningful information in the original image, 

thus minimizing the creation of artifacts in the enhanced images. Alternatively, all four 
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sub-images can be enhanced individually and recombined to form a more visually 

pleasing output image. 

Based on this concept, a new algorithm is introduced for mammogram enhancement 

combining HVS-based image decomposition with the enhancement operation. It is called 

HVS-based Enhancement (HVSE). The algorithm is shown in Figure 3.8.  

 

Figure 3.8:  The block diagram of the HVSE algorithm. 

 

The HVSE separates the original mammogram into four sub-images, 1 2 3 4,  ,  ,  R R R R  using 

the HVS-based image decomposition defined in equation (25). An enhancement process 

is used to enhance each sub-image respectively. This enhancement process can be a 

filtering operator or any other enhancement algorithm. In this section, as an example of 

the enhancement process, a nonlinear filtering method is proposed. Finally, the resulting 

enhanced mammogram is obtained by combining all enhanced sub-images.  

The enhanced sub-images 1 2 3 4,  ,  ,  F F F F  are obtained by the following filtering operation, 

 0 0 1 1 2 2( , )F m n w S w S w S    (26) 
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where  
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 (27) 

where constants 0 1 2, ,w w w  are weight coefficients and 0 1 2, ,   are exponential 

coefficients. The output enhanced mammogram is a combination of all enhanced sub-

images as defined by, 

 1 1 2 2 3 3 4 4( , ) ( , ) ( , ) ( , ) ( , )E m n C F m n C F m n C F m n C F m n     (28) 

where constants 1 2 3 4,  ,  ,  C C C C are weight coefficients. 

The nonlinear filter in equation (26) is a type zero of the Alpha Weighted Quadratic Filter 

(AWQF) [37]. This type of the AWQF contains only the square term of each element. 

This is why the power of all elements in the equation (27) is 2 ,  0,1,2i i  . The AWQF 

has been shown to have the ability to enhance images while suppressing noise. One 

novelty of the HVSE is that the nonlinear filtering operator can be designed as a 

combination of two different types of filters. For example, the coefficients 0 1 2, ,w w w  can 

be designed as a highpass filter and 0 1 2, ,    can be chosen as a center weighted mean 

filter. In this case, the HVSE algorithm can suppress noise and keep sharp details 

unchanged while enhancing the fine details of mammograms. This gives the HVSE 

algorithm more robust characteristics for different applications. 
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For practical applications, there are ten coefficients to be specified in the HVSE 

algorithm. However, a large number of coefficients gives the presented HVSE the design 

flexibility to meet the more specific and complex requirements of real world applications.  

To simplify the HVSE design and reduce the number of its coefficients, the HVSE 

coefficients can be optimized using an enhancement measure approach, obtaining the best 

enhanced result. In an alternative way, the HVSE can be designed by manually selecting 

its coefficients. However, this is a time-consuming process. If there is a lack of 

quantitative evaluation criterion, the best enhancement results might be extremely 

difficult to achieve. 

33..33..33      SSiimmuullaattiioonn  RReessuullttss  aanndd  AAnnaallyyssiiss  

The original mammograms in this section were obtained from the mini-MIAS database of 

mammograms [134]. All mammograms are cropped into smaller-sized images in such a 

way that the resulting cropped image contains a minimum of background. Each 

mammogram is denoted by the same name as the one in the database. 

3.3.3.1    Parameter design 

The HVS-based decomposition process groups pixels into four sub-images based on 

different thresholdings. This decomposition may change the surrounding pixel values of a 

specific pixel. The filtered result for a filter applied to all sub-images in the presented 

algorithm is different than that of the same filter directly applied to the original image. 

Therefore, for simplicity, the same filter is used for all sub-images throughout this 

section. 
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To find the parameters for achieving a better enhanced image, assume: 

1 2 3 4 1C C C C    , 1 2 h   , 0 8h  , 1 2w w w   , 0 8w w  and 0 , 1h w  . The 

mammogram referred to as mdb206 in the database is enhanced by the HVSE and 

measured by the SDME when the parameters h  and w change. Of course, users have the 

flexibility to choose other assumptions and images to design parameters. 
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Figure 3.9:  Parameter optimization: SDME measure using the presented HVSE with 
different parameters  

  

(a) (b) 

Figure 3.10:  Mammogram enhancement using parameters from Figure 3.9. (a) Original 
mammogram, mdb206; (b) Enhanced mdb206. 
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Figure 3.9 plots the SDME measure results. The parameters h and w  for the best 

enhanced result can be located at the points where the SDME curve reaches the local 

extrema. The enhanced images are then inspected by human eye so that a decision can be 

made as to the best enhancement results and parameters. In this manner, the SDME 

significantly narrows the selection range of parameters and helps users to reach the best 

enhancement results quickly. Figure 3.10 shows the best enhancement results based on 

the measure results in Figure 3.9. 

3.3.3.2    Performance Measure  

The HVSE has been applied to more than 44 mammograms from the mini-MIAS 

database. Figure 3.11 gives several examples of mammograms enhanced by the HVSE. 

The first row in Figure 3.11(a)-(h) shows the original mammograms. The second row 

shows the enhanced mammograms. These enhanced results demonstrate that the HVSE 

significantly improves the contrast of the original mammograms, especially in the case of 

abnormal regions, which are the potentially tumorous or cancerous regions. 

To provide better focus for the specific regions in the mammograms, the regions of 

interest are cropped from the original mammograms and their enhanced results in Figure 

3.11. The cropped regions are shown in Figure 3.12. Similar to Figure 3.11, the first and 

second rows in Figure 3.12(a)-(h) show regions that have been cropped from the original 

and enhanced mammograms, respectively. The visual quality and contrast of specific 

objects in the regions are greatly improved. 
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(a) mdb063 (b) mdb064 (c) mdb121 (d) mdb170 

 

 

(e) mdb188 (f) mdb206 (g) mdb227 (h) mdb265 

Figure 3.11:  Eight cases of Mammogram enhancement. (a)-(h) Top row: The original 
mammograms; Bottom row: The enhanced mammograms.  
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(a) mdb063 (b) mdb064 (c) mdb121 (d) mdb170 

 

 

(e) mdb188 (f) mdb206 (g) mdb227 (h) mdb265 

Figure 3.12:  Regions cropped from the mammograms in Figure 3.11. (a)-(h) Top row: 
The regions cropped from the original mammograms; Bottom row: The regions 
cropped from the enhanced mammograms. 
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TABLE 3.1  SDME MEASURE RESULTS FOR MAMMOGRAM ENHANCEMENT SHOWN IN 

FIGURE 3.11 AND FIGURE 3.12. 

Mammogram # Name in database original enhanced 
1 mdb063 38.3146 44.6766 
2 mdb064 38.6223 40.1847 
3 mdb121 41.2823 49.3953 
4 mdb170 38.0557 41.3682 
5 mdb188 39.7389 43.2786 
6 mdb206 38.6094 45.0378 
7 mdb227 37.2989 39.1545 
8 mdb265 38.8355 42.8653 
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Figure 3.13:  Plot of the SDME measure results. 

 

The SDME measure results shown in Table 3.1 and the plotted curve shown in Figure 

3.13 verifies the improvement of the contrast and visual quality of specific regions and 

objects. These enhancement results are useful for computer-aided diagnosis systems to 

automatically segment the abnormal regions in mammograms with breast cancer.   
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3.3.3.3     Performance Comparison  

The enhancement performance of the HVSE can be compared to other well-known 

methods such as the CLAHE [135] and the ANCE [16]. Figure 3.14 gives an example of 

this. The image enhanced by the HVSE in Figure 3.14(b) has the better visual quality. 

The contrast of the microcalcifications and abnormal regions is significantly improved. 

The CLAHE, on the other hand, over-enhances the abnormal regions in the mammogram, 

as shown in Figure 3.14(c). In the ANCE result shown in Figure 3.14(d), there are many 

residual artifacts. Furthermore, due to the fact that higher SDME values indicate a better 

enhancement performance, the SDME measure results at the bottom of each image verify 

that the HVSE outperforms the other two methods. 

 
(a) SDME=40.1437 (b) SDME=48.114 (c) SDME=34.326 (d) SDME=38.0198 

Figure 3.14:  Performance comparison. (a) The original mammogram, mdb121; (b) The 
mammogram enhanced by the HVSE; (c) The mammogram enhanced by the 
CLAHE; (d) The mammogram enhanced by the ANCE.  

3.3.3.4    Mammogram Visualization and Analysis  

Since the HVS-based image decomposition separates images based on the background 

intensity and the rate of information change, its application can be extended to analyze 

the enhancement performance.  
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(a) (b) (c) (d) (e) 

Figure 3.15:  HVS-based mammogram decomposition. (a) The enhanced mammogram in 
Figure 3.14(b); (b) The first sub-image; (c) The second sub-image; (d) The 
third sub-image; (e) The fourth sub-image. 

 

 

(a) SDME=39.1932 (b) (c) 

 

(d) SDME=43.8149 (e) (f) 

Figure 3.16:  HVS-based mammogram decomposition. (a) The original mammogram; (b) 
The first sub-image; (c) The second sub-image; (d) The mammogram enhanced 
by the presented HVSE; (e) The third sub-image; (f) The fourth sub-image. 
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Figure 3.15 shows the enhanced mammogram from Figure 3.14(b) after it has been 

separated by the HVS-based image decomposition. The most interesting feature is that all 

the abnormal regions are located in the decomposed sub-image shown in Figure 3.15(b). 

This representation provides a good visualization for the human eye. It is a very useful 

tool for radiologists to analyze and diagnose breast cancer in mammograms.  

Figure 3.16 gives another example of the HVS-based mammogram decomposition. The 

results show that the abnormal regions are more visible in the enhanced mammogram of 

Figure 3.16(d) compared to the original mammogram in Figure 3.16(a). The enhancement 

process also helps the HVS-based decomposition to separate the abnormal regions or 

objects from the mammograms. 
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33..44      NNoonnlliinneeaarr  UUnnsshhaarrpp  MMaasskkiinngg  ffoorr  MMaammmmooggrraamm  

EEnnhhaanncceemmeenntt  

The unsharp masking technique shows excellent performance for enhancing edges or fine 

details in images, but it is, however, sensitive to noise. Benefiting from the nonlinear 

filter’s ability to suppress noise while enhancing images, this section introduces a new 

nonlinear unsharp masking (NLUM) scheme that integrates the nonlinear filtering and the 

unsharp masking technique. Simulation results and comparisons are given to demonstrate 

that the presented scheme shows excellent performance for mammogram enhancement. 

33..44..11      BBaacckkggrroouunndd  

This section reviews the traditional unsharp masking technique in order to provide some 

background to what follows. Three existing enhancement algorithms are discussed here 

and then compared with the new NLUM scheme. These algorithms include rational 

unsharp masking (RUM) [21], adaptive neighborhood contrast enhancement (ANCE) 

[16] and contrast-limited adaptive histogram equalization (CLAHE) [135]. The arithmetic 

operations of the Parameterized Logarithmic Image Processing (PLIP) are also presented 

here, since the PLIP will be used as an operator in the new NLUM scheme.  

3.4.1.1   Traditional Unsharp Masking 

The foundation of the traditional unsharp masking (UM) technique is to subtract a 

lowpass filtered signal from its original. The same results can be achieved by adding a 
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scaled high-frequency part of the signal to its original. This is equivalent to adding the 

scaled gradient magnitude back to the original signal [129].  

The unsharp masking is used to improve the visual quality of images by emphasizing 

their high frequency contents in such a way that the edges and details of images will be 

enhanced. The scheme for image enhancement is shown in Figure 3.17. 

 

Figure 3.17:   The block diagram of the traditional unsharp masking. 

 

The output enhanced image ( , )E m n is defined by,  

 ( , ) ( , ) ( , )E m n I m n F m n   (29) 

where the constant  is a scaling factor, and ( , )F m n  is a highpass filtered image 

obtained from the original image ( , )I m n .  

The highpass filter and scaling process in the traditional UM amplify those high 

frequency portions of original images that contain fine details as well as noise and sharp 

details. Therefore, due to the fact that the traditional UM enhances fine details in images, 

it also amplifies noise while over-enhancing the steep edges. 

3.4.1.2  The  RUM Algorithm 

In the traditional unsharp masking scheme in Figure 3.17, the rational unsharp masking 

(RUM) [21] uses a rational function operator to replace the highpass filter. The rational 
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function is the ratio of two polynomials of the input variables. This scheme is intended to 

enhance the details in images that contain low and medium sharpness without 

significantly amplifying noise or affecting the steep edges. The enhanced image is 

defined by, 

 ( , ) ( , ) [ ( , ) ( , ) ( , ) ( , )]x x x xE m n I m n C m n F m n C m n F m n    (30) 

where   is scaling factor, and 
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 ( , ) 2 ( , ) ( , 1) ( , 1)xF m n I m n I m n I m n      (33) 

 ( , ) 2 ( , ) ( 1, ) ( 1, )yF m n I m n I m n I m n      (34) 

where k  and h  are proper positive factors,     

3.4.1.3   The ANCE Algorithm 

The adaptive neighborhood contrast enhancement (ANCE) method [16] was developed to 

improve the contrast of objects and features with varying sizes and shapes. In this 

algorithm, each pixel in an image is considered a seed pixel for a region-growing process. 

Including those neighboring pixels whose gray values are within a specified gray-level 

deviation (known as the growth tolerance, k) from the seed, a local region – called the 
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foreground – is the generated around the seed pixel. Another region – called the 

background – consists of those neighboring pixels that are outside the range of a specified 

gray-level deviation. The background, which surrounds the foreground, contains nearly 

the same number of pixels as the foreground. The region contrast is defined by, 

 
f b

C
f b





 (35) 

where f andb are the mean gray-level values of the foreground and background, 

respectively.  

The contrast equation above is similar to Weber’s ratio [136], /W L L  ,where L  is 

the luminance difference between the central region and the overall image luminance L . 

The minimum contrast of the region is min / 2C k  and k  is the growth tolerance. The 

Weber’s rate of approximately 0.02 for a just-noticeable object under standard light 

conditions indicates that the growth tolerance should be at the most 0.04 if regions or 

objects are to be distinguishable from their background. 

The region’s contrast is enhanced by increasing its foreground value when the following 

conditions are satisfied: 

 The region’s contrast is low, i.e. 0.02 0.4C  ;  

 The pixels in the region’s background have a standard deviation normalized by 

their mean values less than 0.1. 

The background in the second condition is defined as a region three pixels thick, molded 

to the original region in shape. The new foreground value is defined by, 
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
 (36) 

where 'C  is the increased contrast based on an empirical look-up table described in [16]. 

Therefore, only regions with low contrast are enhanced while the high-contrast regions 

such as steep edges remain unaffected. In order to save computational costs, the 

redundant pixels in the foreground regions, which have the same values as the seed 

pixels, are changed to the same new values. 

3.4.1.4   The CLAHE Algorithm 

The contrast-limited adaptive histogram equalization (CLAHE) [135] is a well-known 

technique of adaptive contrast enhancement. The normal and adaptive histogram 

equalizations enhance images using the integration operation. This operation yields large 

values in the enhanced image if the histogram of the nearly uniform regions of the 

original image contains several high peaks. As a result, those enhancement methods may 

over-enhance noise and sharp regions in the original images. To solve this problem, the 

CLAHE uses a clip level to limit the local histogram in such a way that the amount of 

contrast enhancement for each pixel can be limited. This clip level is a maximum value of 

the local histogram specified by users. An interactive binary search process is used to 

redistribute those pixels that are beyond the clip level. The CLAHE algorithm has the 

following steps: 

1) Divide the original image into contextual regions; 

2) Obtain a local histogram for each pixel; 
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3) Clip this histogram based on the clip level; 

4) Redistribute the histogram using binary search; 

5) Obtain the enhanced pixel value by histogram integration.   

3.4.1.5   The PLIP Model 

The Parameterized Logarithmic Image Processing (PLIP) model was introduced to 

provide a non-linear framework for image processing [137]. The PLIP model can process 

images as absorption filters using the gray tone function of images. From the point of 

view of the human visual system, this is a more precise approach.  

TABLE 3.2  PLIP MODEL ARITHMETIC OPERATIONS 

PLIP Operation Definition 

Addition 1 2
1 2 1 2 ( )

g g
g g g g

M
     

Subtraction 1 2
1 2

2

( )
( )

g g
g g k M

k M g


 


 

Scalar Multiplication ( ) ( ) 1
( )

c
g

c g M M
M

 


 
    

 
 

Image Multiplication 

 1
1 2 1 2* ( ) ( )g g g g     

( ) ( ) ln 1
( )

g
g M

M
 


 

    
 

 

1/

1( ) ( ) 1 exp
( )

g
g M

M



 



          

 

c and  are constants. ( )M , ( )k M and ( )M are arbitrary functions. g is the gray 

tone. 1g  and 2g are two gray tone pixel values with the same location in two different 
images. 
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The gray tone function is defined as follows, 

 ( , ) ( ) ( , )g i j M f i j   (37) 

where ( , )f i j  is the original image, ( )M is a function of the maximum value, M , of the 

original image, and ( , )g i j  is the gray tone function, which is likely to be a negative 

photo of the original image. The arithmetic operations of the PLIP model are listed in 

Table 3.2. 

33..44..22      TThhee  NNeeww  NNoonnlliinneeaarr  UUnnsshhaarrpp  MMaasskkiinngg  

Integrating the nonlinear filtering operation with unsharp masking technique, this section 

introduces a new unsharp masking scheme called nonlinear unsharp masking (NLUM) 

for mammogram enhancement. The NLUM can be used to enhance the contrast of 

mammograms and can also be applied to other type of medical images such as CT or 

MRI images.  

3.4.2.1   The New NLUM Scheme 

The block diagram of the NLUM scheme is shown in Figure 3.18. The original 

mammogram ( , )I m n  is filtered by a nonlinear filter. The filtered mammogram ( , )F m n  is 

then normalized and combined with the original mammogram using the fusion #1 and #2 

in Figure 3.18. 

Depending on the different applications, the fusion operators use arithmetic addition, 

PLIP addition or even nonlinear operation such as mean square root or logic operation. 
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This offers the NLUM scheme more general property to meet more complicated 

requirements for different objects, operations and applications.   

 

Figure 3.18:  The block diagram of the new NLUM scheme. 

 
For instance, if the fusion #1 and #2 in Figure 3.18 are selected as 

1) arithmetic operations, the output enhanced mammogram is defined by, 

 1 2

max

( , )
( , ) ( , )

F m n
E m n A A I m n

F

 
   
 

 (38) 

where the constants 1A  and 2A  are the scaling factors, and 
max

F  is the maximum absolute 

value of the filtered mammogram ( , )F m n  which is defined by, 

 0 0 1 1 2 2( , )F m n w I w I w I    (39) 

where constants 0 1 2, , 0w w w   are weight coefficients, and  

0

1 1 1 1

2 2 2 2

2
0

2 2 2 2
1

2 2 2 2
2

( , )

( 1, ) ( 1, ) ( , 1) ( , 1)

( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1)

I I m n

I I m n I m n I m n I m n

I I m n I m n I m n I m n



   

   



       

           

 (40) 

where the coefficients 0 1 2, ,    are constants. 
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2) PLIP operations, the output definition will change to, 

 1 2

max

( , )
( , ) ( , ) ( , )

F m n
E m n A I m n A I m n

F

 
      

 
 (41) 

where the filtered mammogram ( , )F m n  is defined as, 

 0 0 1 1 2 2( , )F m n w I w I w I       (42) 

and  

0

1 1 1 1

2 2 2 2

2
0

2 2 2 2
1

2 2 2 2
2

( , )

( 1, ) ( 1, ) ( , 1) ( , 1)

( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1)

I I m n

I I m n I m n I m n I m n

I I m n I m n I m n I m n



   

   



       

           

 (43) 

where , , ,    are PLIP addition, subtraction, scalar multiplication and image 

multiplication, respectively, and the coefficients 1 2 0 1 2 0 1 2, , , , , , ,A A w w w     are constants. 

Interestingly, the nonlinear filtering operator in the NLUM can be designed as a 

combination of two different types of filters. This offers the presented NLUM more 

robust characteristics for different applications. For example, the coefficients 

0 1 2, ,w w w can be designed as a highpass filter and 0 1 2, ,   can be chosen as a center 

weighted mean filter. In this case, the NLUM can suppress noise and keep sharp details 

unchanged while enhancing fine details in mammograms. 

3.4.2.2   Discussion 

Due to the fact that there are eight coefficients to be specified for practical applications, 

the NLUM is a complex unsharp masking scheme. However, more coefficients offer the 
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NLUM more power and design flexibility to meet the specific and complex requirements 

of real world applications. 

To simplify the NLUM design and reduce the number of its coefficients in practical 

applications, the NLUM’s coefficients can be represented by one or two variables based 

on reasonable assumptions. An enhancement measure approach can then be used to 

optimize the coefficients and obtain the best enhanced result. 

An alternative method is available, whereby users can manually select all the NLUM’s 

coefficients. However, this is a time-consuming method and it is hard to attain the best 

enhancement results due to the lack of a criterion for quantitative evaluation. 

In summary, the presented NLUM scheme has at least the three following impressive 

features: 

 Fusion #1 and #2 in Figure 3.18 can be defined as linear or nonlinear operations  

 The nonlinear filtering operator can be designed as a combination of different 

types of filters. 

 The coefficients allow users to change the NLUM’s properties to meet the 

specific requirements of application more effectively.   

All these features offer users more design flexibility to adapt the scheme to meet the 

specific and complicated requirements of real world applications.   
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33..44..33        RReessuullttss  aanndd  AAnnaallyyssiiss  

In this section, one mammogram from the internet is used as an example to demonstrate 

how the NLUM parameters can be designed and automatically optimized using the 

presented SDME. The HVS-based image decomposition is then used for the visualization 

and analysis of the enhanced results. In the coming Section 3.4.4, the SDME is also used 

to measure and evaluate the performance of the NLUM scheme for mammogram 

enhancement.  

3.4.3.1   Parameter Optimization 

To assess the enhancement performance of the presented NLUM scheme, the users have 

the flexibility to adopt any existing measure approach for establishing a qualitative metric 

of mammogram enhancement. The enhancement measure can also be used to optimize all 

the NLUM coefficients to achieve the best enhanced results. In this section, the SDME is 

selected to measure and evaluate the performance of the NLUM for mammogram 

enhancement. 

To reduce the number of the NLUM’s coefficients, the users can make assumptions. For 

example, (1) 2 11/A A , 0 2w  , 0 8h  , 1 2 h   , and 1 2 0.125w w   ; or 

(2) 2 120A A , 0 8w h , 0 12h  , 1 h  , 2 2h  , and 1 2w w h   . Of course, users 

can make other assumptions. Therefore, all the NLUM’s coefficients change according to 

the different values of the parameters 1A  and h  after the above assumptions. This section 

selects the assumption (1) to show how to design the new NLUM automatically. 
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Figure 3.19:  The SDME measure plots of mammogram enhancement based on different 
parameters 1A  and h . (a) SDME measure graph by arithmetic addition; (b) 
SDME measure graph by PLIP addition. In (b), easily discernable peaks denote 
optimal parameters that yield the best visual image enhancement. 

 
The presented NLUM is applied to the mammograms after different designs are obtained 

through changing the parameters 1A  and h . The SDME is then used to measure the 

enhanced mammograms. The measure results are plotted as a graph. The parameters 1A  

and h  for the best enhanced results can be located at the points where the SDME curve 

reaches the first local extrema. Users apply the parameters in these points to enhance the 

original image. They are then inspected by human eyes to decide the best enhanced 

results and parameters. 

The mammogram in Figure 3.20(a) is used as a test image for the NLUM design and the 

enhancement measure. Figure 3.19 plots the SDME measure results of the enhanced 

mammograms. From the measure results, parameters 1A  and h  are located for achieving 

the best enhanced result.  
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(a) (b) (c) 

Figure 3.20:  Mammogram enhancement using the presented NLUM. (a) The original 
mammogram and its cropped region; (b) The mammogram and its cropped 
region after they have been enhanced by the NLUM with arithmetic addition; 
(c) The mammogram and its cropped region after they have been enhanced by 
the NLUM with PLIP addition. 

 
Using the parameters obtained from the measure in Figure 3.19, the NLUM enhances the 

original mammogram with arithmetic addition and PLIP addition, respectively. The 

enhanced mammograms and their cropped abnormal regions are shown in Figure 3.20. 

As can be seen from the images, both the visual quality and local contrast of the 

enhanced mammograms are far superior to those of the originals. The fine details of the 

cancer cells and masses that appear in the original mammogram are significantly 

improved. Not only are the cancer cells more recognizable in the enhanced 

mammograms, the masses are too.  
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Compared to the enhanced results obtained by using two types of fusion operators in 

Figure 3.20, the arithmetic addition shows better performance than the NLUM based on 

PLIP addition because the latter slightly over-enhances the cancer cells and mass regions 

shown in Figure 3.20(c). Therefore, the rest of this section chooses the arithmetic 

addition as the default fusion operator for the presented NLUM for mammogram 

enhancement.  

3.4.3.2   Enhancement Analysis 

Figure 3.21 shows different ways to analyze the enhanced images, including 

thresholding, zoom view and negative photo projection of specific regions of interest. 

They demonstrate that the NLUM provides excellent performance for improving the 

contrast of specific regions, objects and details in mammograms.  

 
(a) (b) (c) (d) 

Figure 3.21:  Enhancement analysis. (a) The enhanced mammogram; (b) the threshold 
image of (a); (c) Region cropped from (a); (d) the negative photo of (c). 
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3.4.3.3   HVS­based Analysis and Visualization  

Since the HVS-based image decomposition method separates images based on the 

background intensity and the rate of information change, its application is extended to 

enhancement analysis and visualization. 

  

(a) (b) (c) (d) (e) 

Figure 3.22:  HVS-based decomposition of the enhanced mammogram. (a) The enhanced 
mammogram; (b) The first sub-image; (c) The second sub-image; (d) The third 
sub-image; (e) The fourth sub-image. 

 

  

(a) (b) (c) (d) (e) 

Figure 3.23:  HVS-based decomposition of the visualized mammogram. (a) The negative 
of the image of the enhanced mammogram; (b) The first sub-image; (c) The 
second sub-image; (d) The third sub-image; (e) The fourth sub-image. 

 
Figures 3.22 and 3.23 show the HVS-based decomposition results of the enhanced 

mammogram and its negative (tonal inversion), respectively. Interestingly one 

characteristic of the results is that the cancer cells and mass regions are automatically 

segmented by HVS-based decomposition in the sub-image without any thresholding or 

segmentation process being involved. The results are shown in Figures 3.22(b) and 
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3.23(d). Therefore, HVS-based image decomposition can be used for segmentation and 

classification of pathological cases in the computer-aided detection (CAD) system. 

33..44..44      PPeerrffoorrmmaannccee  CCoommppaarriissoonn  

The objective of this section is to compare the performance of four image enhancement 

algorithms on secondarily digitized (i.e., digitized from film) mammograms using  the 

presented NLUM scheme and three other well-known enhancement algorithms: adaptive 

neighborhood contrast enhancement algorithm (ANCE) [16], Rational Unsharp Masking 

(RUM) [21], and Contrast-limited adaptive histogram equalization (CLAHE) [135]. 

Those three algorithms are standard enhancement methods with high citations. The 

algorithms’ implementation codes were provided by the authors. Without any 

modification, these codes were directly used to enhance the original images. The authors 

confirmed all the enhanced results. In this manner, the comparison results are accurate 

and convincing. The SDME measure and several existing measures will be used to judge 

the enhancement results of these algorithms in order to compare their performance. The 

results show that all algorithms change the image appearance drastically. In most cases, 

the best enhancement results are obtained by the presented NLUM. 

3.4.4.1   Comparison of Measure Performance 

The above mentioned algorithms are used to enhance the mammogram in Figure 3.20(a). 

Figure 3.24 shows the enhanced mammograms and their cropped regions.  

Figure 3.24(b) shows the enhanced mammogram by the RUM. The RUM generated a lot 

of artifacts in the enhanced image such as noise spots. The ANCE didn’t enhance the 
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mammogram since its enhanced result in Figure 3.24(c) is visually the same as the 

original mammogram in Figure 3.20(a). The CLAHE over-enhanced the brightest 

regions. However, the presented NLUM shows an excellent performance when it comes 

to enhancing the mammograms. As can be seen in Figure 3.24(a), the NLUM 

significantly improves the mammograms’ visual quality without generating artifacts or 

over-enhancing the images. 

 

 

(a) (b) (c) (d) 

Figure 3.24:  Enhanced results of the mammogram in Figure 3.20(a) by different 
algorithms. (a) The mammogram enhanced by the NLUM and its cropped 
region; (b) The mammogram enhanced by RUM and its cropped region; (c) 
The mammogram enhanced by ANCE and its cropped region; (d) The 
mammogram enhanced by CLAHE and its cropped region. 

 

The original and enhanced mammograms are then measured by the new SDME and 

several existing measures. The measure results are shown in Table 3.3. The higher the 

measure results the better the enhancement performance. 
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Comparing the visual quality of mammograms in Figure 3.24 to their corresponding 

measure results in Table 3.3, the new SDME measure shows the best overall measure 

performance. Therefore, in the rest of this section, the SDME is selected to measure and 

assess the enhancement results of different algorithms.  

TABLE 3.3  MEASURE RESULTS OF THE ENHANCEMENT IN FIGURE 3.24 

 Original NLUM RUM ANCE CLAHE 
EME 0.8717 1.0287 1.0978 0.8223 2.2345 
EMEE 0.0531 0.0651 0.0899 0.0497 0.1857 
AME 23.3439 22.6722 22.7153 24.0022 17.7211 
AMEE 0.0781 0.0851 0.0806 0.0748 0.1135 
logAME 0.0454 0.0435 0.0441 0.0469 0.0329 
logAMEE 0.1084 0.1156 0.1078 0.1047 0.1319 
SDME 38.9001 43.2643 38.0607 39.3719 33.0089 

 Note: A higher score indicates the better enhancement performance. 

3.4.4.2   Comparison of Enhancement Performance 

All original mammograms appearing in this section were obtained from the mini-MIAS 

database of mammograms [134]. The database consists of 322 mammograms. The cases 

range from fairly dense to extraordinarily dense breast parenchyma. Some cases are 

completely fatty. Most masses have ill-defined, indistinct, or speculated borders. All 

mammograms are cropped into images with smaller sizes for analysis so that the resulting 

cropped mammographic images have limited black background, which contains non-

object regions and background project noise. 

The presented NLUM scheme and three existing enhancement algorithms have been 

applied to more than 76 mammographic images. This section selects 6 mammograms 

from the mini-MIAS database and two others obtained from the internet and shown in 
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Figure 3.25. The description of the medical record attached to each mammogram is 

provided in Table 3.4.  

 
TABLE 3.4  MEDICAL DESCRIPTION OF MAMMOGRAMS IN FIGURE 3.25 

 
 Resource Ref. # Background Tissue 

Severity of 
Abnormality 

(A) Mammogrma #1 mini-MIAS mdb010 Fatty Benign 
(B) Mammogrma #2 mini-MIAS mdb058 Dense-glandular Malignant 
(C) Mammogrma #3 mini-MIAS mdb121 Fatty-glandular Benign 
(D) Mammogrma #4 Internet    
(E) Mammogrma #5 mini-MIAS mdb091 Fatty Benign 
(F) Mammogrma #6 Internet    
(G) Mammogrma #7 mini-MIAS mdb063 Dense-glandular Benign 
(H) Mammogrma #8 mini-MIAS mdb064 Dense-glandular None 

Reference:  http://peipa.essex.ac.uk/info/mias.html. 

 

 

    

(A) (B) (C) (D) 

    

(E) (F) (G) (H) 

Figure 3.25:  Original mammograms. (A) mammogram #1; (B) mammogram #2; (C) 
mammogram #3; (D) mammogram #4; (E) mammogram #5; (F) mammogram 
#6; (G) mammogram #7; (H) mammogram #8. 
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(A) 

 

(B) 

 

(C) 

 

(D) 
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(E) 

 

(F) 

 

(G) 
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(H) 

 

 (a) (b) (c) (d) 

Figure 3.26:  Mammograms enhanced by different algorithms. (a) The mammograms 
enhanced by the NLUM; (b) The mammograms enhanced by RUM; (c) The 
mammograms enhanced by ANCE; (d) The mammograms enhanced by 
CLAHE. 

 
 

TABLE 3.5  SDME RESULTS OF MAMMOGRAMS ENHANCED BY DIFFERENT 

ALGORITHMS 

  Original NLUM RUM ANCE CLAHE 
(A) Mammogrma #1 45.324 51.4999 45.2696 45.324 38.3484 
(B) Mammogrma #2 37.1411 43.4236 36.9899 39.8874 32.4629 
(C) Mammogrma #3 37.7296 44.2589 37.5586 35.0562 32.7181 
(D) Mammogrma #4 39.7331 44.1372 39.6407 37.6267 33.9583 
(E) Mammogrma #5 30.4969 37.6857 30.453 36.9915 29.0275 
(F) Mammogrma #6 34.204 50.7331 34.0114 32.8442 30.3406 
(G) Mammogrma #7 37.9647 46.0087 37.9444 40.3314 33.8075 
(H) Mammogrma #8 37.2825 43.4025 37.1356 35.7032 33.1566 

Note: A higher score indicates the better enhancement performance. 

 

All mammograms in Figure 3.25 are enhanced by the NLUM and the three existing 

enhancement algorithms individually. The enhanced results are shown in Figure 3.26. 

The results show that the NLUM shows a high quality of performance when it comes to 

improving the contrast of specific regions and objects. These regions or objects may 
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contain cancer cells and abnormal diseases that are extremely important to find if the 

right clinical treatment is to be offered. 

The SDME measure results for all enhanced mammograms are shown in Table 3.5 and 

plotted in Figure 3.27. The measure results also verify that the NLUM shows better 

enhancement performance. 
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Figure 3.27:  SDME measure results of mammograms enhanced by different algorithms 
in Figure 3.26. 

 

The SDME measure results for all enhanced mammograms are shown in Table 3.5 and 

plotted in Figure 3.27. The measure results also verify that the NLUM shows better 

enhancement performance. 
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(A) (B) (C) (D) 

   

(E) (F) (G) (H) 

Figure 3.28:  Regions cropped from original mammograms in Figure 3.25. (A) region 
from mammogram #1; (B) region from mammogram #2; (C) region from 
mammogram #3; (D) region from mammogram #4; (E) region from 
mammogram #5; (F) region from mammogram #6; (G) region from 
mammogram #7; (H) region from mammogram #8. 

 

(A) 

 

(B) 
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(C) 

 

(D) 

 

(E) 

 

(F) 

 

(G) 
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(H) 

 

 (a) (b) (c) (d) 

Figure 3.29:  Regions enhanced by different algorithms. (a) The regions enhanced by the 
NLUM; (b) The regions enhanced by RUM; (c) The regions enhanced by 
ANCE; (d) The regions enhanced by CLAHE. 

 

Figure 3.28 shows the cropped regions from each original mammogram in Figure 3.25. 

These regions contain the specific objects and details that may be of interest to 

radiologists for clinical purposes. The enhanced results for each mammogram are shown 

in Figure 3.29. The negative photo projections of the enhanced regions are provided in 

Figure 3.30. 

(A) 

 

(B) 
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(C) 

 

(D) 

 

(E) 

 

(F) 

 

(G) 
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(H) 

 

 (a) (b) (c) (d) 

Figure 3.30:  Negative photos of regions enhanced by different algorithms. (a) Negative 
photos of regions enhanced by the NLUM; (b) Negative photos of regions 
enhanced by RUM; (c) Negative photos of regions enhanced by ANCE; (d) 
Negative photos of regions enhanced by CLAHE. 
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ANCE 

  

CLAHE 

  

 (a) (b) (c) (d) (e) 

Figure 3.31:  HVS-based decomposition (HVSD) of the original mammogram and its 
enhanced results by different algorithms. (a) The original mammogram and the 
enhanced mammograms; (b) The first HVSD sub-images of the original 
mammogram and the enhanced mammograms; (c) The second HVSD sub-
images of the original mammogram and the enhanced mammograms; (d) The 
third HVSD sub-images of the original and enhanced mammograms. 

 
Figure 3.31 shows the HVS-based decomposition (HVSD) results for the original 

mammogram and the mammograms enhanced by different algorithms. The results 

demonstrate that HVS-based decomposition can separate abnormal regions, which may 

contain the breast cancer cells, from the mammograms without using any thresholding or 

segmentation algorithm. 
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33..55      NNoonnlliinneeaarr  FFiilltteerriinngg  ffoorr  EEnnhhaanncciinngg  PPrroossttaattee  MMRR  

IImmaaggeess  vviiaa  AAllpphhaa­­TTrriimmmmeedd  MMeeaann  SSeeppaarraattiioonn  

Mean separation for image enhancement offers users the flexibility to enhance images 

with different intensity ranges. This section combines the AWQF with a parametric mean 

separation, alpha-trimmed mean separation, for enhancing prostate MR images. 

33..55..11      TThhee  NNeeww  EEnnhhaanncceemmeenntt  AAllggoorriitthhmm  

This section introduces a new enhancement algorithm for prostate MR images, 

integrating the nonlinear filtering with image decomposition, which uses the alpha-

trimmed mean as the threshold. 

3.5.1.1   Alpha­Trimmed Mean 

The alpha-trimmed mean filter is widely used for image processing such as image 

denoising [138] and restoration [139, 140]. Here, the alpha-trimmed mean is used for 

image decomposition. 

For an image with a size of M N , let K M N  and a single index 1 2, ,... Kx x x  indicate 

the sorted values of all pixels of the image such that 1 2 ... Kx x x   . Let T K      (the 

nearest integer greater than or equal to K ) be the number of the smallest and largest pixel 

samples to be trimmed or discarded from the sorted sequence. The alpha-trimmed mean 

of the image is defined by, 
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   (44) 

where 0 0.5   is the percentage of the trimmed samples. 

The alpha-trimmed mean will be different when the parameter   changes. For example, 

for 0  , it will be the mean value of the image, whereas if α is close to 0.5, it will be 

the median value of the image. Taking this advantage, the alpha-trimmed mean is used as 

the threshold for image decomposition.   

3.5.1.2   The New Enhancement Algorithm 

To improve the visual quality of prostate MR images for prostate cancer detection, the 

nonlinear filter is integrated with the image decomposition technique described above. A 

new algorithm for enhancing prostate MR images is then introduced. The algorithm is 

shown in Figure 3.32.  

 

Figure 3.32:  Block diagram of the MSNLF scheme 

  

The algorithm first separates the original MR image ( , )I m n  into two sub-images. The 

threshold value of the image decomposition is the alpha-trimmed mean of the input MR 

image defined in equation (44). The two sub images are then individually filtered by a 
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nonlinear filtering operation to obtain the filtered images 1( , )F m n  and 2( , )F m n . The 

filtering operation is defined by, 

 0 0 1 1 2 2( , )F m n w Y wY w Y    (45) 

where  

0

1 1 1 1

2 2 2 2

2
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2 2 2 2
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2 2 2 2
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( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1)

Y I m n

Y I m n I m n I m n I m n

Y I m n I m n I m n I m n



   

   



       

           

 

and constants ,  i iw   are weight coefficients, 0,1, 2i  . 

Finally, the output enhanced image is defined by, 

 1 1 2 2( , ) ( , ) ( , )E m n C F m n C F m n   (46) 

where constants 1 2,C C  are the scaling factors. 

Since the alpha-trimmed mean value is dependent on alpha, the decomposed sub-images 

contain different background intensities when the alpha value changes. The nonlinear 

filter then enhances sub-images with different intensity values. Therefore, the presented 

algorithm enhances images while preserving the background intensity at different levels. 

The nonlinear filter is embedded in two filters specified by 0 1 2, ,w w w  and 

0 1 2, ,   separately. These two filters can be designed as two different types of linear or 

nonlinear filters. For example, the coefficients 0 1 2, ,w w w  can be designed as a highpass 

filter and 0 1 2, ,    can be chosen as a weighted mean filter. The nonlinear filtering 
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process can suppress noise and keep sharp details unchangeable while enhancing the 

contrast of fine details in prostate MR images. All these capabilities give the presented 

algorithm robust characteristics for a variety of applications. 

33..55..22      EEnnhhaanncceemmeenntt  RReessuullttss  aanndd  AAnnaallyyssiiss  

The original prostate MR images were obtained from the Department of Radiology at 

Memorial Sloan-Kettering Cancer Center in New York, NY. In order to minimize the 

dark background and also remove the text records of patients’ information, these images 

are cropped into images with smaller sizes. The presented algorithm is then used to 

enhance the images.  

The presented algorithm has been successfully applied to more than 30 different MR 

images with prostate cancer. This section provides several enhanced results to 

demonstrate the presented algorithm’s enhancement performance and then compares this 

performance with that of several existing enhancement methods. 

3.5.2.1   Parameter Selection 

To find those parameters of the coefficients in the nonlinear filtering operator that will 

give the best enhancement results, assume: 1 2 h   , 1 2w w w   , 0 4h  , 

0 4w w , 1 2 1C C   and 0 , 1h w  . The prostate MR image in Figure 3.34(a) has been 

enhanced by the presented algorithm when the coefficients change as different ,h w  

values within (0,1] . The enhanced images are then measured by the SDME respectively. 
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The measure results are plotted in Figure 3.33. The parameters to achieve the best 

enhanced image are located at the local extrema in the SDME curve.  
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Figure 3.33:  SDME results of the enhanced MR images for parameter optimization. 

3.5.2.2   Enhancement Analysis 

Figure 3.34 shows the images enhanced using this parameter. The contrast of the original 

MR image and the visual quality of its fine details are both significantly improved.  

   

(a) (b) (c) 

Figure 3.34:  Prostate MR image enhancement. (a) The original prostate MR image; (b) 
The image enhanced by the presented algorithm, alpha=0; (c) The image 
enhanced by the presented algorithm, alpha=0.5. 
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(a) (b) (c) (d) 

Figure 3.35:  Prostate MR images enhanced by the presented algorithm. (a)-(d): The top 
row shows the original prostate MR images; the bottom row shows the 
enhanced prostate MR images, alpha=0. 

 

 

 

(a) (b) (c) (d) 

Figure 3.36:  Prostate MR images enhanced by the presented algorithm. (a)-(d): The top 
row shows the original prostate MR images; the bottom row shows the 
enhanced prostate MR images, alpha=0.49. 

 

More enhanced examples are shown in Figures 3.35 and 3.36. The first row shows the 

original prostate MR images. The second row of each figure shows the MR images after 
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they have been enhanced by the presented algorithm. The SDME is used to measure all 

the enhanced images. The measure results are plotted in Figure 3.37. The larger SDME 

values often indicate the better enhancement performance. These SDME results 

quantitatively demonstrate that the presented algorithm shows excellent enhancement 

performance when applied to prostate MR images.  

 

Figure 3.37:  SDME plot of the prostate MR image enhancement in Figures 3.35-36. 

 

Figure 3.38 gives some examples of regional enhancement. The regions shown in the top 

row in Figure 3.38 are cropped from the original prostate MR images. They have been 

enhanced by the presented algorithm individually. The enhancement results are shown in 

the bottom row in Figure 3.38. The region contrast is greatly improved. This shows that 

the presented algorithm has potential applications for enhancing fine details or specific 

regions of images. 
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(a) (b) (c) (d) 

Figure 3.38:  Prostate regions enhanced by the presented algorithm. Top row: The regions 
cropped from the original prostate MR images; Bottom row: The 
corresponding enhanced regions. 

 

   

(a) (b) (c) 

Figure 3.39:  Comparison of prostate MR image enhancement. (a) The original prostate 
MR image; (b) The image enhanced by the presented algorithm; (d) The image 
enhanced by the rational unsharp masking. 

3.5.2.3   Performance Comparison 

When the algorithm’s enhancement of several prostate MR images is compared to the 

results of the rational unsharp masking method [21], the algorithm demonstrates superior 

enhancement performance. It not only enhances the contrast of prostate cancer regions 
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but also improves the visual quality of the image in general. An example is given in 

Figure 3.39. 

3.5.2.4   Visualization 

Figure 3.40 gives an example of the negative representation of the prostate MR images. 

This provides an alternative method for radiologists to diagnose and determine prostate 

cancer.   

   

(a) (b) (c) 

Figure 3.40:  Negative representation of prostate MR image enhancement. (a) The 
negative photo of the original prostate MR image; (b) The negative photo of 
the image enhanced by the presented algorithm, alpha=0; (c) The negative 
photo of the image enhanced by the presented algorithm, alpha=0.49. 

 

  

(a) (b) (c) (d) (e) 

Figure 3.41:  HVS-based decomposition of the enhanced prostate MR image. (a) The 
prostate MR image enhanced by the presented algorithm, alpha=0; (b) The first 
sub-image; (c) The second sub-image; (d) The third sub-image; (e) The fourth 
sub-image. 

 

Human visual system (HVS)-based image decomposition has been employed for edge 

detection [133] and image enhancement [93]. Since the HVS-based image decomposition 
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separates images based on background intensity and the rate of information change, its 

application is extended to image visualization. Figure 3.41 shows the HVS-based 

decomposition results for a prostate MR image. The observation shows that some specific 

regions in the prostate MR image are contained within a decomposed sub-image. 
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33..66      LLooggaarriitthhmmiicc  EEnnhhaanncceemmeenntt  ffoorr  PPrroossttaattee  MMRR  

IImmaaggeess  UUssiinngg  NNoonnlliinneeaarr  FFiilltteerriinngg  

Medical images such as MRIs, ultrasound images and CT images are generally very dark. 

Logarithmic enhancement is able to enhance dark regions where pixels with very low 

intensity values are located. Nonlinear filtering can enhance fine details while 

suppressing noise. In order to benefit from the advantages of these two methods, a 

presented enhancement algorithm is introduced using a combination of the nonlinear 

filtering and logarithmic enhancement to enhance prostate MR images for prostate cancer 

detection. 

33..66..11      TTrraannssffoorrmm  BBaasseedd  LLooggaarriitthhmmiicc  EEnnhhaanncceemmeenntt    

This section reviews the existing transform based logarithmic enhancement method, 

which will be used as a comparison for the image enhancement performance.  

Figure 3.42 shows a block diagram of the transform based logarithmic enhancement 

algorithm. 

 

Figure 3.42:  The transform based logarithmic enhancement algorithm. 

 
The algorithm first converts the image into a frequency domain using an orthogonal 

transform such as Fast Fourier Transform (FFT), modifies then magnitude of the 
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transform coefficients using logarithmic enhancement in equation (47), and then 

performs the inverse transform to obtain an enhanced image [141]. This section selects 

Fast Fourier Transform (FFT).  

  ( , ) log ( , ) 1 ( , )O p s X p s X p s
    (47) 

where ( , )O p s and ( , )X p s  are the FFT results of the output image and input image, 

respectively, β and λ are operating parameters. 

33..66..22      TThhee  NNeeww  EEnnhhaanncceemmeenntt  AAllggoorriitthhmm  

This section introduces the new algorithm for enhancing prostate MR images, integrating 

the logarithmic enhancement and the nonlinear filtering technique.  

3.6.2.1   The New Enhancement Algorithm 

MR images of prostate cancer are generally dark images. Logarithmic enhancement has 

the ability to improve the visual quality of dark regions or objects in images. Nonlinear 

filtering is known for its ability to suppress noise and preserve edges and details. Taking 

advantages of both capabilities, a new algorithm combining those two approaches is 

introduced to enhance prostate MR images. The presented enhancement algorithm is 

called the Logarithmic Nonlinear Filtering (LogNLF) and is shown in Figure 3.43.  

In the original MR images, background noise composed of pixels with very low intensity 

values can be detected in the regions around the objects. Image enhancement is generally 

a nonlinear process that enhances images while making noise more visually recognizable. 
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Therefore, a denoising process must be carried out before the LogNLF algorithm can 

perform enhancement. This process is able to remove noise from the original MR image, 

I(m,n), by discarding pixels with values lower than a small threshold. The output image 

of the denoising process is the object image with background noise reduced, X(m,n). 

 

Figure 3.43:  The block diagram of the LogNLF algorithm. 

 
Then, the LogNLF applies a logarithmic operation to enhance the object image, X(m,n), 

using the following equation (48), 

 ( , ) log ( ( , ) 1)Y m n X m n
   (48) 

where  β and  λ are constants, and , 0    

The output image, Y(m,n), is then filtered by a nonlinear filter defined by equation (49) to 

obtain the final enhanced image. 

 0 0 1 1 2 2( , )E m m w Y w Y w Y    (49) 

where   
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and the coefficients w0, w1, w2, α0, α1, α2 are constants. 
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According to the definition in equation (49), the nonlinear filter is a special case of the 

type zero of the alpha weighted quadratic filter [37] with a mask window size of 3×3. Its 

weight coefficients, w0, w1, w2, can be considered as a 3×3 filter. Its exponential 

coefficients, α0, α1, α2, consist of another 3×3 filter. They can be written in the matrix 

format as shown in equation (50).  

 
1 2 1 1 2 1

2 0 2 2 0 2

1 2 1 1 2 1

         

w w w

W w w w

w w w

  
   

  

   
       
      

 (50) 

Interestingly, this nonlinear filter is a nonlinear combination of two filters W and α. This 

gives the LogNLF more robust characteristics for a variety of applications. For example, 

the weight coefficient W could be designed as a high-pass filter and exponential 

coefficient α could be chosen as a center weighted mean filter. In this case, the nonlinear 

filter is able to suppress noise and keep sharp details unchanged while enhancing the fine 

details of images. 

3.6.2.2   Discussion 

Background noise in the MR images is useless for disease diagnosis and significantly 

affects both the enhancement measure results and the visual quality of the enhanced 

images. The denoising process is thus very important for MR image enhancement. 

The LogNLF has two steps: logarithmic enhancement and nonlinear filtering. The 

logarithmic enhancement process is intended to enhance the dark regions of the MR 

images while the nonlinear filtering is used to improve the visual quality of small objects 
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and fine details (as well as suppressing noise within an object image). This type of noise 

is different from the background noise. For example, it may be visible to the human eye, 

such as Gaussian noise or Salt & Pepper noise. 

There are eight coefficients in the LogNLF. Two of them, β and λ, affect the performance 

of the logarithmic enhancement. Six other parameters determine the characteristics of the 

nonlinear filter. Those eight coefficients have to be specified for practical applications. 

Therefore, the implementation of the LogNLF is complex. However, the fact that more 

parameters are involved offers the LogNLF more power and design flexibility when it 

comes to meeting the specific and complex requirements of real world applications. 

In real world applications, users can manually select the coefficients of the logarithmic 

enhancement process and design the nonlinear filter as a combination of two existing 

filters. This, however, is a time-consuming process and it can be difficult to achieve the 

best enhancement results due to a lack of quantitative evaluation.  

Alternatively, users can utilize a train system to optimize the LogNLF’s coefficients, 

thereby obtaining better enhancement results. This issue will be discussed in detail in 

Section 3.6.3.   

In summary, there are at least three following features for the LogNLF: 

 By removing background noise, the denoising process can improve the accuracy 

of the enhancement measure results and the visual quality of the enhanced 

images. 
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 Making the most of the advantages of the logarithmic enhancement and nonlinear 

filtering, the LogNLF can enhance fine details and the dark regions/objects while 

suppressing noise.  

 The nonlinear filter can be designed as the nonlinear combination of different 

types of filters. 

 The coefficients offer users more design flexibility to adapt the scheme to the 

specific and complicated requirements of real world applications. 

33..66..33      MMeetthhooddss  ttoo  TTrraaiinn  CCooeeffffiicciieennttss  

This section presents the training system that can be used to select the best values for the 

LogNLF’s eight coefficients. This can be accomplished by choosing the local extrema 

from the plot of the SDME versus the coefficients. These coefficients are then used to 

obtain the best enhanced images. The enhancement results are verified by the SDME 

values and visual evaluation. 

First, the training system individually trains the best coefficients for the two steps in the 

LogNLF: the logarithmic enhancement and nonlinear filtering. Based on these results, the 

system then trains all coefficients by combining the two steps in order to enhance prostate 

MR images. This study was performed for more than twenty MR images. This section 

presents the training results for one image. 
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3.6.3.1    Individual Training 

First, the logarithmic enhancement is trained on its own by removing the nonlinear filter 

from the LogNLF. After the removal of the nonlinear filter, only two coefficients, β and 

λ, remain in the LogNLF. The LogNLF enhances the original images using different 

values for the coefficients, β and λ. Figure 3.44 plots the SDME measure results for one 

MR image with prostate cancer, which can be seen in Figure 3.45(a).  
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Figure 3.44:  SDME measure results of the logarithmic enhancement using different 
coefficients. 

 

 

(a) SDME=26.2759 (b) SDME=31.1605 (c) SDME=36.1192 

Figure 3.45:  MR images enhanced by logarithm enhancement using coefficients selected 
from the SDME plot in Figure 3.44. (a) Original MR image; (b) Enhanced 
image, β=4 and λ=3; (c) Enhanced image, β=2 and λ=1. Higher SDME scores 
indicate better visual quality. 
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Figure 3.45 shows images enhanced by logarithmic enhancement using coefficients 

selected from the SDME plot in Figure 3.44. The best enhanced image in Figure 3.45(c) 

is obtained at β=2 and λ=1. It shows better contrast and visual improvement. The SDME 

values confirm this enhancement. 

In order to train the nonlinear filter for image enhancement, the logarithmic enhancement 

step is removed from the LogNLF algorithm. In this case, the LogNLF has six 

coefficients, w0, w1, w2, α0, α1, α2. As mentioned previously, the six coefficients can be 

designed as two 3×3 filters, W and α. The LogNLF is a nonlinear combination of them. 

There are two problems associated with this: (1) what types of filters should the W and α 

be; and (2) how can their coefficients be optimized?  

To solve those problems, the W and α are designed using different existing low-pass and 

high-pass filters. Table 3.6 lists several low-pass and high-pass filters. The LogNLF is 

then utilized to enhance the different MR images.  

TABLE 3.6  LOW-PASS AND HIGH-PASS FILTERS 

1

0 1 0
1

1 3 1
7

0 1 0

H

 
   
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1 2 1
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2 5 2
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1 2 1

H

 
   
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1 2 1
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H

 
    
  

 

Low-pass filter Low-pass filter High-pass filter 
 

 
Figure 3.46 shows several enhanced versions of the MR image that appears in Figure 

3.45(a). These results were obtained by using different combinations of the filters that 

appear in Table 3.6. Figure 3.46(a) and (b) are MR images obtained using two different 

low-pass filters. Figure 3.46(c) shows the image after it has been enhanced by the 
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combination of a low-pass filter and a high-pass filter. The resulting images have a better 

contrast and a higher SDME value than the original MR image in Figure 3.45(a). This 

verifies that the combination of the low-pass filter and the high-pass filter gives the best 

enhancement performance. The SDME values also confirm this.  

 

(a) SDME=33.5849 (b) SDME=33.7376 (c) SDME=37.6977 

Figure 3.46:  MR images enhanced by the different combinations of existing filters. (a) 
Enhanced image, 1;W H  (b) Original MR image, 2 1, ;W H H  (c) 

Enhanced image, 3 2,W H H  . 
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Figure 3.47:  SDME measure results of the images enhanced by the nonlinear filter using 
different coefficients. 
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Based on the enhancement results in Figure 3.46, the coefficients for the nonlinear filter 

are optimized by designing W as a high-pass filter and α as a low-pass filter. To reduce 

the number of coefficients, each filter is represented by one variable based on reasonable 

assumptions. The SDME is utilized as a quantitative assessment to optimize the 

coefficients, thereby achieving the best enhancement result. For example, set 1 a  , 

2 02 ,  5a a    and 2 02 ,  4 ,w w w w    1w w . The MR image in Figure 3.45(a) is 

used as the test image. The SDME measure results are plotted in Figure 3.47.  

Figure 3.48 gives several examples enhanced using the nonlinear filter. The coefficients 

are selected from the SDME plot in Figure 3.47. The SDME plot and the enhanced 

images demonstrate that the coefficient change of low-pass filter α can significantly 

affect the performance of the nonlinear filter when it comes to image enhancement, 

whereas the coefficient change of the high-pass filter W does not. The SDME values in 

Figure 3.48 prove this. The results at 0.7a  in Figure 3.48 demonstrate better contrast 

and a higher SDME score. 

 

(a) SDME=35.9037 (b) SDME=35.9037 (c) SDME=34.6562 (d) SDME=34.6562 

Figure 3.48:  MR images enhanced by the nonlinear filter using coefficients selected from 
the SDME plot in Figure 3.47. (a) Enhanced image, 1, 0.07;w a  (b) 
Enhanced image, 10, 0.07;w a   (c) Enhanced image, 1, 0.15;w a   (d) 
Enhanced image, 5, 0.15w a  . 
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3.6.3.2    Combined Training 

The above training results for each step of the LogNLF algorithm have demonstrated the 

exact nature of the enhancement performance of both logarithmic enhancement and 

nonlinear filtering. This section combines them and trains the LogNLF algorithm. 

Assume 1 2 0,  2 ,  5 ,w w w     1 2 05 , 10 ,  20w w w w w w     for the nonlinear 

filter. In order to individually train β and λ values for logarithmic enhancement, one of 

them is set to one and the other is varying for training. For example, set β=1 for training λ 

values (as shown in Figure 3.49(a)), and vice versa (as shown in Figure 3.49(b)). The test 

image is the MR image in Figure 3.45(a). The training results are plotted in Figure 3.49.  

0
0.2

0.4
0.6

0.8
1

0

1

2

3

4
20

30

40

50

60

70

w

lamda

S
D

M
E

 0
0.2

0.4
0.6

0.8
1

0

1

2

3

4
10

20

30

40

50

60

70

80

w

beta

S
D

M
E

 

(a) (b) 

Figure 3.49:  SDME measure results of the images enhanced by the LogNLF using 
different coefficients. (a) 1;   (b) 1  . 

 
Figure 3.50 gives the results after the original MR image in Figure 3.45(a) has been 

enhanced using different LogNLF’s coefficients. The image in Figure 3.50(b) shows the 

best enhancement performance due to excellence of contrast. Its highest SDME value 

confirms this. The observation proves that parameter λ does not play a large role in image 

enhancement.  However, the changes of parameter β and of coefficients in the nonlinear 
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filter will significantly affect the enhancement results. Increasing the values of parameter 

β and coefficients in the nonlinear filter will make the enhanced images darker and more 

recognizable. 

 

(a) SDME=31.5917 (b) SDME=34.5268 (c) SDME=33.8345 (d) SDME=31.2231 

Figure 3.50:  MR images enhanced by the LogNLF using coefficients selected from the 
SDME plot in Figure 3.49. (a) Enhanced image, 1, 0.4;w     (b) 

Enhanced image, 1, 0.25;w     (c) Enhanced image, 1, 9,    

0.27w  ; (d) Enhanced image, 1.7, 1, 0.25w    . 

 

33..66..44      EEnnhhaanncceemmeenntt  CCoommppaarriissoonn  aanndd  EEvvaalluuaattiioonn  

To show the enhancement performance of the presented LogNLF, it is compared with 

two existing enhancement approaches: FFT based logarithmic enhancement (LogFFT) 

and contrast-limited adaptive histogram equalization (CLAHE). These methods were 

applied to more than thirty (30) prostate MR images. This section presents the enhanced 

results of six of them. Figure 3.51 shows the six original prostate MR images. The 

shadow regions inside the red circles are prostate cancer regions, as indicated by the 

doctor who provided the original MR images.  
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(a) MRI #1 (a) MRI #2 (a) MRI #3 

 

(a) MRI #4 (a) MRI #5 (a) MRI #5 

Figure 3.51:  Original prostate MR images. 
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(a) (b) (c) 

Figure 3.52:  Comparison of MR image enhancement. (a) MR image enhanced by the 
LogNLF; (b) MR image enhanced by the LogFFT; (c) MR image enhanced by 
the CLAHE. 
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The images in each row of Figure 3.52 gives the results after the original images in 

Figure 3.51 have been enhanced using different algorithms. For example, the images in 

the second row of Figure 3.52 are the enhanced results of the MRI #2 in Figure 3.51(b). 

Table 3.7 gives the SDME measure results of the images in Figure 3.51-52. The 

enhanced images and the results of SDME quantitative evaluation demonstrate that the 

LogNLF gives better enhancement performance than other two enhancement methods. 

The six original prostate MR images found in Figure 3.51 contain prostate cancers that 

appear as drop shadow regions in the images. Figure 3.53 shows these regions cropped 

from the original images, alongside their enhanced versions. The results of the presented 

LogNLF show prostate cancer in the best visual quality. This is consistent with the 

SDME measure results in Table 3.7. 

TABLE 3.7  SDME ASSESSMENT OF ENHANCEMENT RESULTS 

 Original LogNLF LogFFT CLAHE 
MRI #1 26.2759 35.2359 32.8927 26.712 
MRI #2 25.8493 35.2157 33.0147 26.9453 
MRI #3 25.9825 35.2608 33.1492 27.0172 
MRI #4 28.299 34.0891 32.6198 27.0686 
MRI #5 28.8411 34.5906 32.2785 26.5684 
MRI #6 27.6713 35.6682 33.5823 27.3713 

The evaluation results show that LogNLF outperforms other methods numerically. 
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(a) (b) (c) (d) 

Figure 3.53:  Comparison of enhancing regions of interest. (a) Region cropped from the 
original MR image; (b) Region enhanced by the LogNLF; (c) Region enhanced 
by LogFFT; (d) Region enhanced by the CLAHE. 
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33..77      SSuummmmaarryy  aanndd  DDiissccuussssiioonn  

This chapter has investigated the applications of the nonlinear filtering technique for 

enhancing medical images such as mammograms and prostate MR images.  

A new type of nonlinear filter called the alpha weighted quadratic filter (AWQF) has 

been introduced. It was shown that this filter effectively enhances the overall contrast of 

mammograms and also improves local fine details.  

The AWQF can be designed as the nonlinear combination of different types of filters. 

This offers users greater design flexibility to accomplish the more specific and 

complicated requirements of real world applications. Its coefficients can be optimized by 

means of the measure approaches in order to obtain a better enhanced mammogram.  

A new HVS-based algorithm has also been introduced for mammogram enhancement. 

The nonlinear filter has been selected as an example of the presented algorithm’s 

enhancement methods. The SDME measure results and comparisons demonstrated that 

the HVS-based algorithm shows better overall enhancement performance for improving 

the contrast of specific regions, objects and fine details in mammograms, without 

generating artifacts or over-enhancing high illuminated regions.  

The HVS-based image decomposition has been demonstrated to have the capability to be 

used for mammogram visualization and analysis. It can separate the abnormal regions 

such as cancer cells from the original mammogram and represent them in a single sub-
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image without using any thresholding or segmentation algorithm. This feature is useful 

for automatically detecting and diagnosing breast cancer in the CAD systems. 

To solve the problem that traditional unsharp masking is sensitive to noise, a new 

nonlinear unsharp masking scheme (NLUM) has been introduced. The presented scheme 

was shown to provide users with more design flexibility to meet the specific and complex 

requirements of real world applications. Computer simulations have demonstrated that 

the NLUM scheme possesses superior performance for mammogram enhancement, 

especially when it comes to improving the local contrast of specific regions and fine 

details of mammograms. 

To improve the visual quality of prostate MR images for the sake of cancer detection, a 

new enhancement algorithm has been introduced using the alpha-trimmed mean 

separation and nonlinear filtering. Simulation results and comparisons demonstrated that 

the algorithm significantly improves the visual quality of prostate MR images. 

By combining the logarithmic enhancement technique with nonlinear filtering, another 

new algorithm has been introduced for enhancing prostate MR images, called the 

LogNLF algorithm. The LogNLF combines the advantages of both methods and has the 

ability to enhance dark regions and fine details while suppressing noise.  

A train system was introduced to design the LogNLF and optimize its coefficients. 

Firstly, the system trained the two enhancement steps individually, and then designed the 

LogNLF by combining the two steps together. The training results show that the best 

enhancement results for a specific image can be obtained. 



www.manaraa.com

3.   NONLINEAR FILTERIING ALGORITHMS FOR MEDICAL IMAGE ENHANCEMENT 

144 
 

The enhancement results and comparisons demonstrated that the presented LogNLF has 

superior overall enhancement performance for prostate MR images.  

Different types of cancers, when viewed in medical images, display different 

characteristics. For example, breast cancer appears as bright regions of mammograms, 

while prostate cancer appears as shadow regions of prostate MR images. Therefore, 

different enhancement algorithms are needed to improve the visual quality of medical 

images, depending on the particular applications, such as algorithms concentrating on the 

bright regions of mammograms and the shadow regions of prostate MR images, as 

presented in this dissertation. All enhancement algorithms introduced here contain 

several characteristic parameters/coefficients. This provides users with the design 

flexibility to not only specify the enhancement algorithms for different medical images, 

but also meet the specific requirements of real world applications. 

 



www.manaraa.com

 
 

 
 
 
 
 

145 
 

  

PPaarrtt  IIIIII  

MMuullttiimmeeddiiaa  EEnnccrryyppttiioonn  ffoorr  

SSeeccuurriittyy  aanndd  MMeeddiiccaall  

AApppplliiccaattiioonnss  

 



www.manaraa.com

MULTIMEDIA ENCRYPTION FOR SECURITY AND MEDICAL APPLICATIONS 

146 
 

Thus far, this dissertation has focused on image enhancement for security and medical 

applications.  As described in Part I, a parallel goal of the presented multimedia security 

system is to provide protection for information, as shown in Figure III-1. Part III of this 

dissertation presents robust algorithms for ensuring the protection and privacy of 

multimedia information. 

 

Figure III-1:  Block diagram of the presented multimedia security system 

 

Providing security for multimedia data is extremely important for individuals, businesses 

and governments. Multimedia encryption is an effective method to protect multimedia 

data by transferring it into an unrecognizable format so that unauthorized users will have 

difficulty decoding the encrypted multimedia data. However, traditional encryption 

methods either require high computational costs or have a low level of security due to a 

lack of security keys or a small key space.  

To enhance efficiency while providing a higher level of security, Chapter 4 introduces 

five new recursive sequences and their corresponding transforms [63-68, 74]. These 

sequences include the truncated P-Fibonacci sequence [74], P-Lucas sequence [63], P-

recursive sequence [65], (n, k, p)-Gray code [64], and Parametric M-sequence [66]. A 

universal 2D P-recursive transform adaptive to all these recursive sequences is then 

introduced to efficiently scramble/encrypt the 2D and 3D multimedia data. Based on this, 
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two new multimedia encryption algorithms are introduced to scramble or encrypt the 2D 

multimedia data by means of a simple one-step using the new 2D P-recursive transform. 

The permutation based encryption algorithms are known to be vulnerable to plaintext 

attacks [69, 70]. To achieve higher security levels, an effective solution is to change 

image pixel values while scrambling image pixels or blocks using different techniques. 

Image bit-plane decomposition is an interesting method for changing image pixel data. 

However, several existing bit-plane decomposition based encryption schemes have 

security weaknesses due to the fact that their decomposed results are predictable.  

To address this problem, Chapter 5 introduces two parameter-dependent bit-plane 

decomposition methods, namely, the truncated Fibonacci p-code bit-plane decomposition 

(truncated to reduce the redundancy of the Fibonacci p-code bit-plane decomposition) 

[74], and the (n, k, p)-Gray code bit-plane decomposition, which extends the concept of 

the image bit-plane decomposition from base 2 (binary bit string) into an arbitrary base 

[75, 76]. By integrating these parameter-dependent decomposition methods with the P-

recursive transforms developed in Chapter 4, three new image encryption algorithms are 

then introduced [74, 76, 77]. 

In addition, Chapter 5 applies the Discrete Parametric Cosine Transform for image 

encryption according to the concept of using one set of security keys to encrypt the 

original data and a different set of security keys to reconstruct the data to obtain the final 

encrypted data [78].  
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The edge map, a binary image containing all edge information, is traditionally used for 

image processing such as image enhancement, denoising, compression, segmentation and 

recognition, but it is never used for image encryption. Chapter 6 presents inventive work 

using the edge map for image encryption. The edge map is first combined with the newly 

introduced 3D Cat Map for image encryption [79]. The edge map is then found to have 

the capability to be used as a binary security key image to encrypt the bit-planes of an 

image. It is then integrated with the chaotic logistic map to encrypt medical images for 

privacy protection [80]. This concept is further extended to a binary “key-image”, which 

is either a bit-plane or an edge map obtained from any another image. Using this binary 

key-image, a new image encryption algorithm is developed [81]. 

This part consists of Chapter 4, Chapter 5 and Chapter 6. It is organized as follows. 

Chapter 4 introduces: 

 Five new recursive sequences and their corresponding transforms [63-68, 74]  

 The truncated P-Fibonacci sequence and its transform [74] 

 The P-Lucas sequence and its transform [63]  

 The P-recursive sequence and its transform [65]  

 The (n, k, p)-Gray code and its transform [64]  

 The Parametric M-sequence and its transform [66]   

 The 2D P-recursive transform [63-68, 74] 
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 Two P-recursive transform based multimedia encryption algorithms [63-68, 74] 

Chapter 5 introduces: 

 Two bit-plane decomposition methods:  

 The truncated Fibonacci p-code bit-plane decomposition [74] 

 The (n, k, p)-Gray code bit-plane decomposition [75, 76] 

 Image encryption using P-Fibonacci transform and decomposition [77] 

 Selective object encryption using truncated Fibonacci p-code bit-plane 

decomposition [74] 

 Image encryption using (n, k, p)-Gray code transform and decomposition [76] 

 Image encryption using the Discrete Parametric Cosine Transform [78] 

Chapter 6 introduces: 

 Image encryption using edge map and 3D Cat map [79] 

 Medical image encryption using edge map and chaotic logistic map [80] 

 Image encryption using binary key-images [81] 
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Chapter 4  

Recursive Sequences and Transforms for 

Multimedia Encryption 

This chapter introduces five new recursive sequences and their corresponding transforms 

to encrypt 1D multimedia data. These sequences include the P-Lucas sequence, P-

recursive sequence, (n, k, p)-Gray code, Parametric M-sequence and truncated P-

Fibonacci sequence. Due to the fact that these sequences can be specified to different 

subsequences using different combinations of their parameters, they show more 

comprehensive properties. A universal 2D P-recursive transform adaptive to all recursive 

sequences is then introduced to encrypt the 2D multimedia data efficiently. Following 

this, two multimedia encryption algorithms are introduced using the simple one-step 

process of applying the new 2D P-recursive transform. Simulation results and 

comparisons show the excellent encryption performance of the presented algorithms. 

 



www.manaraa.com

4.  RECURSIVE SEQUENCES AND TRANSFORMS FOR MULTIMEDIA ENCRYPTION 

151 
 

44..11      IInnttrroodduuccttiioonn  

With the explosive growth in wired and wireless digital communication and ubiquitous 

internet multimedia services, enormous and diverse technologies are available to 

individuals all over the world to create, distribute, and access images and videos. In this 

climate, providing security for images and videos that contain proprietary or private 

information becomes an important issue for individuals, businesses and governments. 

Multimedia encryption is an effective way to protect multimedia data by transferring it 

into an unrecognizable format so that unauthorized users will have difficulty decoding the 

encrypted multimedia data. Examples of the many applications that require robust 

security methods include the need to preserve the privacy of medical images in clinical 

applications, to enforce copyright protection for design graphs, images and videos for 

commercial purposes, and to provide security for personal identification via 

fingerprinting or iris matching and for video monitoring in homeland security 

applications. 

Images or videos can be fully or partially encrypted using different technologies in the 

spatial domain or the frequency domain. 

Images or videos are frequently compressed into JPEG or JPEG2000 formats to meet the 

requirements of network distribution in real time applications. Image/video encryption in 

the frequency domain is often embedded in the compression process, which is based 

mainly on the Discrete Cosine Transform (DCT) or Discrete Wavelet Transform (DWT). 

Selective encryption is a common encryption method to encrypt only important parts or 
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regions of interest (ROI) in image/videos in the frequency domain [142-146]. As a result, 

users have the flexibility to choose a tradeoff among security levels, computation 

complexity and the leakage of image/video content [147, 148].  

The DCT based image/video encryption algorithms attempt to scramble or encrypt the 

DCT coefficients or blocks [41, 42, 149, 150], the quantization table [43, 44], Huffman 

table [45, 46], or after Huffman coding stage [151]. On the other hand, the image 

encryption algorithms based on the DWT shuffle or encrypt DWT coefficients [47, 53], 

or wavelet embedded zerotree [48], or quadtree [49]. However, image encryption 

algorithms in the frequency domain can neither control compression pixelwise errors 

[152] nor preserve the high quality of images.  

Image/video encryption in the spatial domain can protect images or videos with a desired 

level of security while providing a high level of quality. Encryption algorithms in the 

spatial domain are based on scrambling image/video pixels or blocks using different 

technologies. One straightforward method is the naïve encryption algorithm [153]. This 

scheme considers the image or video as a data sequence or stream. It scrambles or 

encrypts part of or the entirety of a sequence or data stream using different techniques. 

Data Encryption Standard (DES) [50] and Advanced Encryption Standard (AES) [51, 52] 

are two examples of this method. Nevertheless, this method requires significant 

computational resources [53] and has the worst error resilience performance [148].  

Security is important not only for the encrypted objectives but also for the encryption 

algorithms themselves. The larger the key space the algorithm has, the more difficulty an 
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unauthorized user will face when attempting to decode the encrypted images. As a result, 

a higher level of security for encrypted images will be achieved.  

Many encryption schemes are based on chaos theory since the chaotic maps or systems 

can generate random noise-like sequences iteratively for given initial conditions and 

parameters [54-58]. However, their resulting sequences are real numbers that need 

transforming into integer or binary sequences according to additional conditions or 

thresholds for data encryption purposes, thereby requiring extra computation costs.   

Recently, recursive sequences have been applied to image encryption due to the fact that 

they directly generate integer sequences for specific parameters or keys. These recursive 

sequences include the Fibonacci numbers [59, 154], Gray code [60, 61] and cellular 

automata [62, 155]. However, due to the lack of security keys or the small key space 

associated with these approaches, they provide a low level of security.  

This chapter introduces five new recursive sequences: the P-Lucas sequence [63], P-

recursive sequence [65], (n, k, p)-Gray code [64], Parametric M-sequence [66] and the 

truncated P-Fibonacci sequence [74]. Their corresponding transforms are also presented 

here [67, 68]. These sequences and their corresponding transforms can be used to encrypt 

1D multimedia data such as data string, text, passwords and speech/audio streams. 

Although they are also able to scramble 2D or 3D multimedia data line by line – such as 

images, biometrics and videos – their computational cost will be extremely high. A 

universal 2D P-recursive transform adaptive to all recursive sequences is introduced to 

efficiently scramble the 2D and 3D multimedia data in a simple one-step. Two P-



www.manaraa.com

4.  RECURSIVE SEQUENCES AND TRANSFORMS FOR MULTIMEDIA ENCRYPTION 

154 
 

recursive transform based multimedia encryption algorithms are introduced to overcome 

the limitations of the existing encryption methods in the issue of efficiency and security. 

The rest of this chapter is organized as follows. Section 4.2 presents five new recursive 

sequences and their transforms. Section 4.3 introduces two new recursive sequence based 

multimedia encryption algorithms. Section 4.4 provides computer simulation results and 

analysis. Section 4.5 offers an analysis and comparison of the security issues. Section 4.6 

reaches a conclusion.  
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44..22      RReeccuurrssiivvee  SSeeqquueenncceess  aanndd  TTrraannssffoorrmmss      

This section introduces five new recursive sequences and their corresponding transforms 

[67, 68]. The sequences are the truncated P-Fibonacci sequence [74], P-Lucas sequence 

[63], P-recursive sequence [65], (n, k, p)-Gray code [64], and the Parametric M-sequence 

[66]. These sequences bear more comprehensive properties because they can be specified 

to different subsequences by changing the combinations of their parameters. These 

sequences can directly encrypt 1D multimedia data such as data string, text, passwords 

and speech/audio streams. They can also encrypt 2D or 3D multimedia data such as 

images and videos line by line. To efficiently encrypt 2D and 3D multimedia data, a 

universal 2D transform called the 2D P-recursive transform is introduced. It can encrypt 

the 2D multimedia data by a simple one-step process. 

44..22..11      TTrruunnccaatteedd  PP--FFiibboonnaaccccii  SSeeqquueennccee  

This section reviews the Fibonacci number and P-Fibonacci sequence. A truncated P-

Fibonacci sequence is then introduced. This sequence can be used for image 

decomposition and encryption. 

4.2.1.1   Fibonacci Number 

The classical Fibonacci numbers are a recursive integer sequence of numbers named after 

Leonardo of Pisa and known as Fibonacci. The Fibonacci number is defined as [156]: 
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 (51) 

From the definition above, each number in the sequence is the sum of the two 

consecutive previous numbers after the two initial values. The sequence can be listed in 

the following way: 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, 1597, 

2584, 4181... 

4.2.1.2   P­Fibonacci Sequence 

 The P-Fibonacci sequence is a sequence defined by [157, 158], 

 

0 1

( ) 1 1

( 1) ( 1) 1
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F i i

F i F i p i


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     

 (52) 

where i  is a position index of the sequence and a non-negative integer p is a distance 

parameter. 

Based on the definition in equation (52), the P-Fibonacci sequence changes as the value 

of p changes.  

 Power of two series:  p=0, the sequence is geometric progression increasing by two, 

1, 2, 4, 8, 16…;  

 Traditional Fibonacci number: p=1, the sequence is 1, 1, 2, 3, 5, 8, 13, 21…;  

 For the large values of p, the sequence starts with p consecutive 1’s and 

immediately after that 1, 2, 3, 4…p…  
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Several examples of P-Fibonacci sequences are shown in Table 4.1. 

TABLE 4.1  P-FIBONACCI SEQUENCES WITH DIFFERENT P VALUES 

  
P 

1 2 3 4 5 6 7 8 9 10 11 … 

0 1 2 4 8 16 32 64 128 256 512 1024 … 
1 1 1 2 3 5 8 13 21 34 55 89 … 
2 1 1 1 2 3 4 6 9 13 19 28 … 
3 1 1 1 1 2 3 4 5 7 10 14 … 
4 1 1 1 1 1 2 3 4 5 6 8 … 
… … 
∞ 1 1 1 1 1 1 1 1 1 1 1 … 

 

The P-Fibonacci has following properties [157, 158]: 
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 (55) 

4.2.1.3   Truncated P­Fibonacci Sequence 

The truncated P-Fibonacci sequence (TPFS) is defined as [74], 
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( ) 0
p

p
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T i i

F i p i

 
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 (56) 

where ( )pF i p is the P-Fibonacci sequence defined in equation (52).  

n 
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TABLE 4.2  TRUNCATED P-FIBONACCI SEQUENCES WITH DIFFERENT P VALUES 

P       n 0 1 2 3 4 5 6 7 8 … 
0 1 2 4 8 16 32 64 128 256 … 
1 1 2 3 5 8 13 21 34 55 … 
2 1 2 3 4 6 9 13 19 28 … 
3 1 2 3 4 5 7 10 14 19 … 
4 1 2 3 4 5 6 8 11 15 … 
… … 
∞ 1 2 3 4 5 6 7 8 9 … 

 

The truncated P-Fibonacci sequence also changes with different p values. For example,  

 0p  , the truncated P-Fibonacci sequence is geometric progression increasing by 

two, 1, 2, 4, 8, 16…;  

 1p  , the truncated P-Fibonacci sequence is the truncated classical Fibonacci 

sequence 1, 2, 3, 5, 8, 13, 21…;  

 p   , the truncated P-Fibonacci sequence is an integer sequence, 1, 2, 3, 4, 5, 6 …  

Some TPFS examples are given in Table 4.2. 

44..22..22      PP--LLuuccaass  SSeeqquueennccee  

Similarly, the P-Lucas sequence is introduced after reviewing the classical Lucas number 

in this section. It can be used for image decomposition and encryption. 

4.2.2.1   Lucas Number 

The Lucas numbers are a recursive integer sequence named after the mathematician 

François Édouard Anatole Lucas. The Lucas number is defined as [156], 
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2 0

( ) 1 1

( 1) ( 2) 1

i

L i i

L i L i i


 
    

 (57) 

In a manner similar to the Fibonacci number, each Lucas number is the sum of the two 

immediate previous numbers in the sequence. The sequence is listed as follows: 2, 1, 3, 4, 

7, 11, 18, 29, 47, 76, 123, 199, 322, 521, 843, 1364, 2207, 3571, 5778, 9349, 15127, 

24476 … 

4.2.2.2   P­Lucas Sequence 

The P-Lucas sequence is defined as [63], 

 

0 1

2 1
( )

1 2

( 1) ( 1) 2

p

i

i
L i

i

L i L i p i


   
     

 (58) 

where p is a nonnegative integer. 

TABLE 4.3  P-LUCAS SEQUENCE WITH DIFFERENT P VALUES 

 
P 

1 2 3 4 5 6 7 8 9 10 11 … 

0 2 2 4 8 16 32 64 128 256 512 1024 … 
1 2 1 2 3 5 8 13 21 34 55 89 … 
2 2 1 1 2 3 4 6 9 13 19 28 … 
3 2 1 1 1 2 3 4 5 7 10 14 … 
4 2 1 1 1 1 2 3 4 5 6 8 … 
… … 
∞ 2 1 1 1 1 1 1 1 1 1 1 … 

 

The P-Lucas sequence will be different according to the p value.  

n 
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 Power of two series:  p=0, the sequence is geometric progression increasing by two, 

2, 1, 2, 4, 8, 16…;  

 Classical Lucas number: p=1, the sequence is 2, 1, 2, 3, 5, 8, 13, 21…;  

 For the large values of p the sequence starts with 2 and consecutive 1’s. 

The detail results are shown in Table 4.3. 

44..22..33      PP--rreeccuurrssiivvee  SSeeqquueennccee  aanndd  TTrraannssffoorrmm  

Here, another new recursive sequence called P-recursive sequence and its corresponding 

transform are also introduced for 1D multimedia encryption.  

4.2.3.1   P­recursive sequence  

The P-recursive sequence is defined as [65],   

 
( ) 1

( )
( 1)* ( 1) 1

B i i p
R i

B i B i p i p

 
      

 (59) 

where p is a nonnegative integer, and 

 *


 
 

From the definition, the P-recursive sequences differ based on changes in the ( )B i  and 

p  values.   

When ( )B i  is integer, the “*” is the arithmetic addition operation.  

B(i) is integer 

B(i) is binary 
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( ) 1

( )
( 1) ( 1) 1

B i i p
R i

B i B i p i p

 
       

 (60) 

 If (0) 0B   and (1) 1B   for 0 1i p   , the P-recursive sequence is the P-

Fibonacci sequence. 

 

0 0

( ) 1 0 1

( 1) ( 1) 1

i

R i i p

R i R i p i p


   
      

 (61) 

 If (0) 0B  , (1) 2B    and ( ) 1B i   for 0 1i p   , the P-recursive sequence is the 

P-Lucas sequence. 

 

0 0

2 1
( )

1 1 1

( 1) ( 1) 1

i

i
R i

i p

R i R i p i p


     
      

 (62) 

 If (0) 0B  , (1) 3B    and ( ) 2B i   for 0 1i p   , the P-recursive sequence is 

another new P-Fibonacci sequence. 

 

0 0

3 1
( )

2 1 1

( 1) ( 1) 1

i

i
R i

i p

R i R i p i p


     
      

 (63) 

When ( )B i  is binary, the “*” is the mod 2 operation (XOR). 

 
( ) 1

( )
( 1) ( 1) 1

B i i p
R i

B i B i p i p

 
       

 (64) 



www.manaraa.com

4.  RECURSIVE SEQUENCES AND TRANSFORMS FOR MULTIMEDIA ENCRYPTION 

162 
 

 If ( )B i is a binary sequence, the P-recursive sequence ( )R i is the P-Gray code 

representation of the binary sequence ( )B i . 

Furthermore, many of the classical sequences can be derived from the functions (61), 

(62), (63) and (64) based on specific p values. For example, the power of two series and 

the classical Fibonacci number can be derived from the equation (61), P-Fibonacci 

sequence, when p=1. 

4.2.3.2   P­recursive Sequence Transform 

Definition 4.1: Let ( )R i and ( 1)R i  be two consecutive elements in the P-Fibonacci, 

truncated P-Fibonacci, P-Lucas, or P-recursive sequence. The following transformation is 

called the P-recursive sequence transform [65]. 

     

1

2

1

2
mod 1

... ...

N

T

T
R i R i

T N



   
   
     
   
   

  

 (65) 

where ( ) ( 1)R i R i   , ( 1) 1N R i   , the non-negative integer i  is the index location 

of the P-recursive sequence. The constant   is a minimal integer offset such that the 

greatest common divisor of ( )R i  and ( 1)R i  is one.  

The two constraints are important for this transform. The first constraint 

( ) ( 1)R i R i    is a limitation for choosing the minimal offset  . The second 

constraint ( 1) 1N R i    specifies the maximum value of the input sequence. Otherwise, 

the input sequence has to be resized to meet this condition. For example, if the input 
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sequence is (1,2,3,4,5,6,7,8,9,10) and the recursive sequence is the P-Fibonacci sequence 

with 2p  , the P-Fibonacci sequence is 1,1,1, 2,3, 4,6,9,13,19... , then ( 1) 13R i    and 

( ) 9R i  . To meet the second constraint in the equation (65), the input sequence should 

be resized to (1,2,3,4,5,6,7,8,9,10,11,12) . The output will be (9,5,1,10,6, 2,11,7,3,12,8, 4) .  

For the changing ( )R i and p values in the transformation above, the output sequence 

1 2 3( , , ,..., )NT T T T should be the permutation of an input sequence (0,1,..., )N . For example, 

if the input sequence is (1, 2,3, 4,5,6,7,8,9,10,11,12) , the output sequence of the P-

recursive transform will be (9,5,1,10,6, 2,11,7,3,12,8, 4) when choosing the P-Fibonacci 

sequence with 2 p  , or (12,7, 2,14,9, 4,16,11,6,1,13,8,3,15,10,5)  when choosing the P-

Lucas sequence with 2p  , or (1,3, 2,6,7,5, 4,12,13,15,14,10,11,9,8)  when choosing the 

P-Gray code with 0p  . 

44..22..44        ((nn,,  kk,,  pp))--GGrraayy  ccooddee  aanndd  iittss  TTrraannssffoorrmm  

In this section, the classical Gray code is reviewed and a new (n, k, p)-Gray code is 

introduced called the Generalized P-Gray code, another new recursive sequence that can 

be used for multimedia encryption. 

4.2.4.1   Gray code  

The Gray code named after Frank Gray, is the Binary-reflected Gray code (BRGC).  It is 

a binary code sequence in which two successive values differ in only one digital. The 

Gray code is widely used in digital communication systems for error correction. 
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Definition 4.2: If the n-bit binary representations of the non-negative integer B and G are 

1 1 0 2( )nA a a a    and 1 1 0 2( )kG g g g    , A is the Gray code of B if they are 

satisfied with [159, 160], 

 1

1

1

0 2
k

i
i i

a i k
g

a a i k




 
     

 (66) 

Where  is the exclusive-OR operation. 

Table 4.4 gives some examples of the Gray code. 

TABLE 4.4   EXAMPLES OF THE GRAY CODE 

A Binary Code Gray code 
0 0000 0000 
1 0001 0001 
2 0010 0011 
3 0011 0010 
4 0100 0110 
5 0101 0111 
6 0110 0101 
7 0111 0100 
8 1000 1100 
9 1001 1101 
10 1010 1111 
11 1011 1110 
12 1100 1010 
13 1101 1011 
14 1110 1001 
15 1111 1000 

 

4.2.4.2   (n, k)­Gray code 

The n-ary Gray code is a non-Boolean Gray code in which the base is greater than two. 

The (n, k)-Gray code is an n-ary Gray code in which n is the value of the base and k is the 

code length. It is also called the Generalized Gray code. 
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Definition 4.3: If 1 1 0( )k na a a   is the k-digit base-n representation of a non-negative 

integer A (i.e.,
1

0

k
i

i
i

A a n




  ), and a sequence 1 1 0( )k ng g g  , which is a k-digit base-n 

representation of G (i.e., 
1

0

k
i

i
i

G g n




  ), is satisfied with 

 
1

2

( ) mod 0 2
i

i
i i

a i k
g

a a n i k

 
     

 (67) 

where 0 1i k   , 2n  , G is called the (n, k)-Gray code of A.  

Notice that when the base n of the (n, k)-Gray code is greater than 2, the condition of a 

single bit change from one code in the sequence to the next is no longer required as it is 

in the definition of the binary-reflected Gray code. Formally, such a code will not satisfy 

either the unit distance property or the adjacency property of two adjacent code words 

that differ by exactly one element [161]. 

4.2.4.3   (n, k, p)­Gray code 

Here, the concept of the (n, k)-Gray code is extended with an additional distance 

parameter p and then a new type of Gray code, called the (n, k, p)-Gray code, is 

introduced. This presented Gray code is a new type of non-Boolean Gray code when its 

base is greater than 2. In the (n, k, p)-Gray code scheme presented here, the code changes 

as the values of the base n and the distance parameter p vary.  By applying its specific 

transform, another new recursive sequence is introduced for multimedia encryption. 
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Definition 4.4: If 1 1 0( )k na a a   is the k-digit base-n representation of a non-negative 

integer A , i.e.,
1

0

k
i

i
i

A a n




  , and a sequence 1 1 0( )k ng g g  , which is a k-digit base-n 

representation of G , i.e. 
1

0

k
i

i
i

G g n




  , is satisfied with 

 
1

2

( ) mod 0 2
i

i
i i p

a i k p
g

a a n i k p 

  
      

 (68) 

where 0 1i k   , 2n  and 0 1p k   , G is called the (n, k, p)-Gray code of A .  

The definition of the (n, k, p)-Gray code in equation (68) can be represented in the matrix 

format. For example, if 0p  , it can be written as,  

 

0 0

1 1

2 2

2 2

1 1

1 1 0 0 ... 0

0 1 1 0 ... 0

0 0 1 1 ... 0
( ) mod

... ...... ... ... ... ... ...

0 0 ... 0 1 1

0 0 ... 0 0 1
k k

k k

g a

g a

g a
n

g a

g a
 

 

    
    
    
    

    
    
    
        

    

 (69) 

And if 2p  , it will be, 

 

0 0

1 1

2 2

3 3

2 2

1 1

1 0 0 1 0 ... 0

0 1 0 0 1 ... 0

0 0 1 0 0 ... 0

... ( ... ) mod... ... ... ... ... ... ...

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

k k

k k

k k

g a

g a

g a

n

g a

g a

g a

 

 

 

    
    
    
    
    

    
    
    
    

        

 (70) 
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From equation (68), the (n, k, p)-Gray code will be different based on the n and p values. 

For example,  

 When n=2, the (n, k, p)-Gray code is the binary P-Gray code, also called (2, k, p)-

Gray code.  

 
1

2

( ) mod 2 0 2
i

i
i i p

a i k p
g

a a i k p 

  
      

 (71) 

 When n=3, the (n, k, p)-Gray code is the ternary P-Gray code, also called (3, k, p)-

Gray code.  

 
1

2

( ) mod3 0 2
i

i
i i p

a i k p
g

a a i k p 

  
      

 (72) 

 When p=0, the (n, k, p)-Gray code in equation (68) reverts to the classical gray code 

of base n.  

 
1

2

( ) mod 0 2
i

i
i i

a i k
g

a a n i k

 
     

 (73) 

 The (n, k, p)-Gray code is the classical Gray code when p=0 and n=2.  

 
1

2

( ) mod 2 0 2
i

i
i i

a i k
g

a a i k

 
     

 (74) 

Table 4.5 gives some examples for the (n, k, p)-Gray code of the integer values from 0 to 

20 with different n  and p . Notice that for 2n  and 0p  , the code degrades back to the 

BRGC. It can also be observed in Table 4.5 that the (n, k, p)-Gray code with a base equal 

to 3 demonstrates that the presented Gray code differs from the BRGC in that it does not 
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satisfy either the unit distance property or the adjacency property of two adjacent code 

words that differs by exactly one element, as is the case in the BRGC [161]. 

TABLE 4.5  EXAMPLES OF (N, K, P)-GRAY CODES FOR BINARY AND NON-BINARY 

BASES FOR INTEGER VALUES 0 TO 20 

A  
 (n, k, p)-Gray code of A  

2, 0n p   2, 2n p   3, 0n p   3, 1n p   

1 00001 00001 001 001 
2 00011 00010 002 002 
3 00010 00011 011 010 
4 00110 00100 012 011 
5 00111 00101 010 012 
6 00101 00110 022 020 
7 00100 00111 020 021 
8 01100 01001 021 022 
9 01101 01000 110 101 

10 01111 01011 111 102 
11 01110 01010 112 100 
12 01010 01101 121 111 
13 01011 01100 122 112 
14 01001 01111 120 110 
15 01000 01110 102 121 
16 11000 10010 100 122 
17 11001 10011 101 120 
18 11011 10000 220 202 
19 11010 10001 221 200 
20 11110 10110 222 201 

 

4.2.4.4    (n, k, p)­Gray code transform 

Definition 4.5: Two non-negative integer sequences  1 2, , ..., mA A A and  1 2, , ..., mG G G  

can be represented in the k-digital n-base matrices respectively. Namely [64, 75, 76] 
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   

11 21 1 11 21 1

12 22 2 12 22 2
1 2 1 2

1 2 1 2

... ...

... ...
, , ...,  and , , ..., 

... ... ... ... ... ... ... ...

... ...

m m

m m
m m

k k mk k k mk

a a a g g g

a a a g g g
A A A G G G

a a a g g g

   
   
    
   
   
   

, 

where 1 1

1 1

and 1
k k

j j
i ij i ij

j j

A a n G g n i m 

 

     , the following transformation is 

called the (n, k, p)-Gray code Transform.  

 

11 21 1 11 21 1

12 22 2 12 22 2

1 2 1 2

... ...

... ...
( ) mod

... ... ... ... ... ... ... ...

... ...

m m

m m
p

k k mk k k mk

g g g a a a

g g g a a a
C n

g g g a a a

   
   
   
   
   
   

 (75) 

where the coefficient matrix 

11 12 1

21 22 2

1 2

...
1

...
where 1 1

... ... ... ...
0

...

k

k
p xy

k k kk

c c c
x y

c c c
C c y x p k

otherwise
c c c

 
 

          
 

 

, , , , , ,m k i j p x y  are integers and 1 ,x y k  , 0 p k  .  

From the definition above, the k-digital n-base representation matrices of the input 

sequence 1 2( , , ..., )mA A A  and the output sequence 1 2( , , ..., )mG G G  change with different 

base n values. The k k coefficient matrix pC changes with different values of base n and 

parameter p. For example, if 0p  , the (n, k, p)-Gray code transform is, 
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11 21 1 11 21 1

12 22 2 12 22 2

1 2 1 2

1 1 0 0 ... 0

... ...0 1 1 0 ... 0

... ...0 0 1 1 ... 0
(

... ... ... ... ... ... ... ...... ... ... ... ... ...

... ...0 0 ... 0 1 1

0 0 ... 0 0 1

m m

m m

k k mk k k mk

g g g a a a

g g g a a a

g g g a a a

 
                           
 

) mod n  

If 1p  , the (n, k, p)-Gray code transform will change to, 

11 21 1 11 21 1

12 22 2 12 22 2

1 2 1 2

1 0 1 0 ... 0

... ...0 1 0 1 ... 0

... ...0 0 1 0 1 ...
(

... ... ... ... ... ... ... ...... ... ... ... ... ...

... ...0 0 ... 0 1 0

0 0 ... 0 0 1

m m

m m

k k mk k k mk

g g g a a a

g g g a a a

g g g a a a

 
                           
 

) mod n  

The output integer sequence 1 2( , , ..., )mG G G in the (n, k, p)-Gray code transform is the 

permutation of the input sequence 1 2( , , ..., )mA A A . It changes with alterations in the base 

n and parameter p values. For example, if the input sequence of the (n, k, p)-Gray code 

Transform is (1, 2,3, 4,5,6,7,8) , its output sequence will be (1, 2, 4,5,3,8,6,7)  for 

3, 0n p  . The output sequence will be (1, 2,3,5, 4,7,6,8)  when 2n  , 1p  . In this 

way, various permutations of the input sequence are obtained. For a given permutated 

sequence, its inverse transform is defined in Definition 4.6. 

Definition 4.6: If a non-negative integer sequence 1 2( , , ..., )mG G G is the (n, k, p)-Gray 

code representation of a non-negative integer sequence 1 2( , , ..., )mA A A , the following 

transformation is called the inverse (n, k, p)-Gray code transform. 
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   
   
   

 (76) 

where the matrices and , , , m n p k  are given by definition 4.5, 1
pC  is the inverse matrix of 

pC . 

44..22..55      PPaarraammeettrriicc  MM--sseeqquueennccee  aanndd  iittss  TTrraannssffoorrmm  

This section introduces a new sequence called the Parametric M-sequence. Changing the 

parameter yields a different sequence. Its transform is also introduced for multimedia 

encryption. 

4.2.5.1   M­sequence 

Definition 4.7: The classical binary M-sequence 1 2( , ,..., )km m m is satisfied as the 

following operation [162, 163] 

 
1

(mod 2)
n

k i k i
i

m a m 


   (77) 

where n  is the number of the shift registers, 0,1km  , and 0,1ia  is the coefficient of 

the thi shift register. The circuit implementing the operation above is called the M-

sequence generator. 

The output of the M-sequence generator depends on the coefficient and the initial value 

of the registers. The output M-sequence is a binary sequence with a maximum length 
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period of 2 1nT   . Let the output M-sequence be 1 2 1 2( , ,..., ) ( , ,..., )k Tm m m m m m , then 

2 ...k k T k Tm m m     

 

 

Figure 4.1: The block diagram of a 4-stage M-sequence generator and its state cycles. 

 

For example, an M-sequence generator has 4 registers and the initial values of the shift 

registers are 1000. A block diagram of the generator is shown in Figure 4.1. 

From the Figure 4.1, the output M-sequence is 000111101011001…, and its period is 

42 1 15T    .  

4.2.5.2   Parametric M­sequence 

Definition 4.8: Let the binary sequence 1 2( , ,..., )ns s s be the initial value of the n-stage 

shift registers in the M-sequence generator, and the output M-sequence be 1 2( , ,..., )r r rTb b b  

after the registers are shifted r times. The binary sequence 1 2( , ,..., )r r rnc c c , which is called 

the parametric M-sequence (PMS), is defined by [66] 

 ( )ri r i pc b   (78) 
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1 2( , ,..., )r r rnc c c  is also called the PMS representation of 1 2( , ,..., )ns s s  where  , , ,i r p T  are 

integers, and 1 i n  , 2 1nT   , 1 r T  , 0 p T n   .  

From the example in Figure 4.1, the PMS of 1000 is 0001 if 0 and 1p r  , or 0111 if 

2 and 1p r  .  

4.2.5.3   Parametric M­sequence Transform 

Based on the definition 4.8, a decimal number with binary representation of 

1 2 2( , ,..., )nS s s s  can be transformed into its PMS representation 1 2 2( , ,..., )r r r rnC c c c , 

where rC is another decimal number. Similarly, a decimal sequence (1, 2,3,..., )N  can 

also be transformed to its PMS representation 1 2 3( , , ,..., )r r r rNC C C C , which is the 

permutation sequence of (1, 2,3,..., )N . Furthermore, the permutation sequence 

1 2 3( , , ,..., )r r r rNC C C C  will differ when the shift parameter r and the distance parameter p  

have different values.  

This transformation can be applied to 1D multimedia encryption since it can shuffle the 

position of the multimedia data. The shift parameter r  and the distance parameter p  will 

act as the security keys to generate the different sequences 1 2 3( , , ,..., )r r r rNC C C C .  

For the given value of r  and p , the PMS representation of (1, 2,3,..., )N  can be defined 

by 

 1 2 3( , , ,..., )r r r r rNC C C C C  (79) 
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44..22..66      22DD  PP--rreeccuurrssiivvee  TTrraannssffoorrmmss  

The above transforms are based on different recursive sequences, including the original 

or truncated P-Fibonacci sequence, P-Lucas sequence, P-recursive sequence, (n, k, p)-

Gray code and the parametric M-sequence. They are generally named as the 1D P-

recursive transforms and are able to generate a permutation sequence 1 2 3( , , ,..., )N pR R R R
 

of the input sequence (1, 2,3,..., )N . The 1D P-recursive transform can be used to encrypt 

one dimensional media data such as a string, password, audio or speech signals. Thus, the 

1D P-recursive transform can be represented as another general format, namely, 

     1 2, ,..., 1, 2,3,..,N TR R R f N  (80) 

where (.)Tf  is a transform function determined by the specific P-recursive sequence. For 

example, if the P-recursive sequence is selected to be the P-Lucas sequence, (.)Tf  is the 

P-Lucas transform defined in equation (65).  

The 2D multimedia data are 2D data matrices such as signatures, fingerprints, binary 

images and grayscale images, as well as 3D multimedia data containing several 2D data 

matrices such as color images and 3D medical images. Although the 1D P-recursive 

transforms work optimally for 1D data, the same transforms can be used to encrypt 2D 

multimedia data line by line, even though the computational costs of this are extremely 

high. To overcome the high overhead of using the 1D P-recursive transforms for 2D 

cases, an efficient 2D P-recursive transform is introduced to create the permutations for 

the 2D case. 
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The 2D P-recursive transform is a general 2D transform for all the recursive sequences 

presented above. It is a more efficient process than the 1D P-recursive transform because 

it is able to encrypt 2D multimedia by applying the transform just one time. Furthermore, 

to reconstruct the original multimedia data, the inverse 2D P-recursive transform is 

simply used just once. 3D multimedia data encryption is accomplished by encrypting its 

2D matrices individually using the 2D P-recursive transform. 

Definition 4.9: Let D be an M N multimedia data matrix and let rT  and cT  be the row 

and column coefficient matrices respectively. The 2D P-recursive Transform is defined as 

[63-68, 76, 77],  

 r cE T DT  (81) 

where E  is the encrypted multimedia data, and 

1 for ( , )1 for ( , )
( , )   and  ( , )

0 0

jm
r c

R jm R
T m n T i j

otherwise otherwise


  
 

 

where 1 ,m n M  ,1 ,i j N  , and m jR R
 
can be generated from equation (80). 

To give an example, Table 4.6 lists row and column coefficient matrices of an 8x10 

image according to different parameters when the (n, k, p)-Gray code is used in the 

transform above. 

Definition 4.10: Let S  be an encrypted M N multimedia data matrix, 1
rT  and 1

cT  be 

the inverse matrices of the row and column coefficient matrices defined in definition 4.9, 

while the inverse 2D P-recursive transform is defined as [63-68, 76, 77],  

 1 1
r cR T ET   (82) 
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where R is the reconstructed 2D multimedia data matrix. 

TABLE 4.6  ROW AND COLUMN COEFFICIENT MATRICES WITH DIFFERENT 

PARAMETERS FOR AN 8X12 GRAYSCALE IMAGE 

(n, p) Row coefficient matrix Column coefficient matrix 

(3,0) 

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

 
 
 
 
 
 
 
 
 
 
  
 

 

1 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 1

 
 
 
 
 
 
 
 
 
 
 
 
 
  
 

 

(2,1) 

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1

 
 
 
 
 
 
 
 
 
 
  
 

 

1 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1 0 0

 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
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44..33      PP­­rreeccuurrssiivvee  TTrraannssffoorrmm  BBaasseedd  MMuullttiimmeeddiiaa  

EEnnccrryyppttiioonn  AAllggoorriitthhmmss  

To encrypt 2D and 3D multimedia data in the different domains, this section introduces 

two P-recursive transform-based multimedia encryption algorithms. They are suitable for 

different recursive sequences. One encrypts the 2D or 3D multimedia data in the spatial 

domain. The other works in the frequency domain. Both can be also used for video 

encryption.  

44..33..11      MMuullttiimmeeddiiaa  EEnnccrryyppttiioonn  AAllggoorriitthhmm  iinn  tthhee  SSppaattiiaall  DDoommaaiinn  

2D multimedia data such as electronic signatures, binary images, fingerprints, medical 

images, and grayscale images are 2D data matrices. The 2D P-recursive transform can 

encrypt 2D multimedia data based on different recursive sequences.  

r cT DT

 

Figure 4.2: The PRTME_SD algorithm. 

 

The P-recursive transform based multimedia encryption algorithm in spatial domain 

(PRTME_SD) is introduced as shown in Figure 4.2. It requires a simple one-step process 

to encrypt 2D multimedia data. The row and column coefficient matrices of the 2D P-
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recursive transform can be calculated using the definition 4.9 and the selected security 

keys. The 2D multimedia data can be encrypted in just one step by applying the row and 

column coefficient matrices simultaneously. This algorithm can also be applied to black 

video in real-time applications [64, 65].  

Recovering the original multimedia data is also a one-step process. The authorized users 

should be provided the correct security keys. The row and column coefficient matrices 

can be obtained using security keys based on the definition 4.10, while their inverse 

matrices can be calculated. By applying the inverse 2D P-recursive transform, the 

original multimedia data can be reconstructed.  

44..33..22      MMuullttiimmeeddiiaa  EEnnccrryyppttiioonn  AAllggoorriitthhmm  iinn  tthhee  FFrreeqquueennccyy  DDoommaaiinn  

By applying the Discrete Cosine Transform (DCT), the 2D multimedia data can be 

converted to the frequency domain. The P-recursive transform based multimedia 

encryption algorithm in the frequency domain (PRTME_FD) is introduced using the 2D 

P-recursive transform. It is shown in Figure 4.3  

r cT DT
 

Figure 4.3: The PRTME_FD algorithm. 
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The PRTME_FD algorithm first transforms the original 2D multimedia data into the 

frequency domain by means of the 2D DCT. The DCT result is separated into the 

magnitude and sign matrices. The 2D P-recursive transform is used to encrypt its sign 

matrix. By applying the inverse 2D DCT to the combination of the encrypted sign of 

DCT result and their original magnitude matrix, the encrypted 2D multimedia is obtained.  

To recover the original multimedia data, the user separates the encrypted multimedia data 

into magnitude and sign matrix, decodes the sign matrix using the inverse 2D P-recursive 

transform, and combines the magnitude and decoded sign matrix to yield the recovered 

DCT matrix. By applying the inverse DCT to the recovered DCT matrix, the 

reconstructed multimedia data can be obtained. 

44..33..33      33DD  MMuullttiimmeeddiiaa  EEnnccrryyppttiioonn  

3D multimedia data has several 2D data matrices called 2D multimedia components in 

the spatial domain. For example, a color image has three individual color planes. Each 

color plane is a 2D data matrix.  

3D multimedia data can be encrypted using the PRTME_SD or PRTME_FD algorithms 

to encrypt each component individually in either the spatial domain or the frequency 

domain. By combining all encrypted 2D components, the encrypted 3D multimedia data 

can be obtained. Users have the flexibility to choose the same security keys for all 2D 

components or select different security keys for each of them. 
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44..44      SSiimmuullaattiioonn  RReessuullttss  

In this section, several simulation results of the 2D and 3D multimedia encryption are 

given using the PRTME_SD and PRTME_FD algorithms with different recursive 

sequences in both the spatial domain and the frequency domain. 

44..44..11      MMuullttiimmeeddiiaa  EEnnccrryyppttiioonn  iinn  tthhee  SSppaattiiaall  DDoommaaiinn  

Multimedia encryption in the spatial domain is accomplished by applying the 2D P-

recursive transform to the 2D multimedia data or 2D components of the 3D multimedia 

data. Users have the flexibility to choose different recursive sequences for the 2D P-

recursive transform.  

Figures 4.4 and 4.5 present the encrypted and reconstructed results of the PRTME_SD 

algorithm. Figure 4.4 shows the 2D multimedia encryption results for different types of 

multimedia data. Figure 4.5 demonstrates the 3D multimedia encryption using different 

recursive sequences. The results show that the PRTME_SD algorithm has the ability to 

encrypt different types of multimedia data such as grayscale images, binary images, 

medical images, fingerprints and color images. The encrypted images look like texture 

images and are completely different from the original ones, as shown in the top row in 

Figures 4.4 and 4.5. As shown in the bottom row of these two figures, the original images 

are perfectly reconstructed. Figure 4.5 (c) shows that the (n, k, p)-Gray code can partially 

encrypt images. 
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(a) Grayscale image (b) Binary image (c) Medical image (d) Fingerprint 

Figure 4.4:  Multimedia encryption using the PRTME_SD algorithm with the P-
Fibonacci sequence, p=3. The top row shows the encrypted images. The 
bottom row shows the reconstructed images. This demonstrates that the 
PRTME_SD algorithm has the ability to encrypt different types of multimedia 
data and that the original multimedia data can be completely reconstructed.  

 

  

(a) (b) (c) (d) 

Figure 4.5: Color image encryption by the PRTME_SD algorithm using different 
recursive sequences. The top row shows the encrypted images. The bottom row 
shows the reconstructed images. This demonstrates that the PRTME_SD 
algorithm can encrypt color images and that the original color image is 
completely reconstructed. (a) P-Fibonacci sequence, p=2; (b) P-Lucas 
sequence, p=2; (c) (n, k, p)-Gray code, n=2, p=2; (d) Parametric M-sequence, 
r=9, p=2. 
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44..44..22      MMuullttiimmeeddiiaa  EEnnccrryyppttiioonn  iinn  tthhee  FFrreeqquueennccyy  DDoommaaiinn  

Similarly, several simulation results using different recursive sequences in the frequency 

domain are given to demonstrate the encryption performance of the presented 

PRTME_FD algorithm.  

 

 

(a) Grayscale image (b) Binary image (c) Medical image (d) Fingerprint 

Figure 4.6: Multimedia encryption using the PRTME_FD algorithm with the P-Fibonacci 
sequence, p=3. The top row shows the encrypted images. The bottom row 
shows the reconstructed images. This demonstrates that the PRTME_FD 
algorithm has the ability to encrypt different types of multimedia data and that 
the original multimedia data can be completely reconstructed. 

 

Figure 4.6 demonstrates the 2D multimedia encryption for different multimedia data. 

Figure 4.7 shows the results of 3D multimedia encryption using different recursive 

sequences. The security keys in these two figures are the same as they are for the results 

of the 2D multimedia cases in Figures 4.4 and 4.5. The encrypted images in the top row 

of two figures demonstrate that the PRTME_FD algorithm can fully encrypt the 2D and 

3D multimedia data. The original images are also completely reconstructed, as shown in 

the bottom row of Figures 4.6 and 4.7. Note that the original images should be resized 
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before encryption in order to meet the size of the Fibonacci sequence transform. As a 

result, the size of the encrypted image is bigger than that of the original. Examples 

include the encrypted images in the top row of Figures 4.6 and Figures 4.7(a) and (b).  

 

 

(a) (b) (c) (d) 

Figure 4.7: Color image encryption by the PRTME_FD algorithm using different 
recursive sequences. The top row shows the encrypted images. The bottom row 
shows the reconstructed images. This demonstrates that the PRTME_FD 
algorithm can encrypt color images and that the original color image is 
completely reconstructed. (a) P-Fibonacci sequence, p=2; (b) P-Lucas 
sequence, p=2; (c) (n, k, p)-Gray code, n=2, p=0; (d) Parametric M-sequence, 
r=9, p=2. 
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44..55      SSeeccuurriittyy  AAnnaallyyssiiss  aanndd  CCoommppaarriissoonn  

Security is important not only for the encrypted objectives but also for the encryption 

algorithms themselves. This section gives several analysis approaches to evaluate the 

characteristics and performance of the PRTME_SD and PRTME_FD algorithms, and 

discusses specific properties of the encryption algorithms such as security key space, 

different types of attacks and execution time. 

44..55..11      SSeeccuurriittyy  KKeeyyss  aanndd  KKeeyy  SSppaaccee  

The security keys and key space are important specifications for all multimedia 

encryption algorithms. If there is no security key in the encryption algorithm (i.e. the key 

space of the encryption algorithm is zero), the encrypted multimedia data is easy to 

decode. If the algorithm has a larger number of security keys (i.e. if it has a larger key 

space), it will be more difficult for an unauthorized user to decrypt the encrypted 

multimedia data even if the individual knows the encryption algorithm. 

The experimental results of the PRTME_SD algorithm in Figure 4.8 demonstrate the 

importance of the security keys in multimedia encryption. The Lena grayscale image was 

encrypted by the PRTME_SD algorithm using different recursive sequences including the 

P-Fibonacci sequence, P-Lucas sequence, (n, k, p)-Gray code and the parametric M-

sequence.  
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P-Fibonacci, p=2 P-Fibonacci, p=2 P-Fibonacci, p=4 P-Fibonacci, p=6 

 
P-Lucas, p=2 P-Lucas, p=2 P-Lucas, p=4 P-Lucas, p=6 

 
(n, k, p)-Gray code, 

n=2, p=2 
(n, k, p)-Gray code, 

n=2, p=2 
(n, k, p)-Gray code, 

n=2, p=4 
(n, k, p)-Gray code, 

n=2, p=6 

 
Parametric M-

sequence, r=5, p=2 
Parametric M-

sequence, r=5, p=2 
Parametric M-

sequence, r=5, p=4 
Parametric M-

sequence, r=5, p=6 

Figure 4.8: Image reconstruction using different parameters. The first column shows the 
images encrypted by different recursive sequences. The 2nd-4th columns show 
the images reconstructed using different p values. This demonstrates that the 
original image can only be reconstructed completely when the correct security 
keys are utilized. 

 

Here, an attempt is made to use the same sequence, but to employ different security keys 

to decode the encrypted color images. The encrypted images are decrypted using the 
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same recursive sequence but with different p values. The original image can be 

reconstructed perfectly only when the correct security keys are used, as shown in the 

reconstructed images in the second column in Figure 4.8. However, the original image 

cannot be recovered with the wrong security keys, even when the same sequence is being 

utilized. The reconstructed images in the third and fourth columns of Figure 4.8 verify 

this.  

TABLE 4.7  THE SECURITY KEYS OF THE ENCRYPTION ALGORITHMS 

Encryption algorithms using  Security key(s) 
Possible choices of 
the security key(s) 

Gray code none none 

Fibonacci number none none 

Generalized Fibonacci number 
Initial value a and b, the 
parameter in transform 
r 

Less than 315 

Generalized Gray code  The base q Less than 16 

(n, k, p)-Gray code 
Base n, the distance 
parameter p 

272 

P-Fibonacci sequence 
The distance parameter 
p and the parameter in 
transform ε 

2(256!)  

P-Lucas sequence 
The distance parameter 
p and the parameter in 
transform ε 

2(256!)  

Parametric M-sequence 
Shifting times r, the 
distance parameter p 

62985 

P-recursive sequence 
B(n), the distance 
parameter p 

2(256!)  

The calculation results are based on a 256x256 grayscale image 
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Furthermore, the more choices of the security keys there are in the multimedia encryption 

algorithms, the higher the resulting security level of the encrypted multimedia. Here, the 

PRTME_SD and PRTME_FD algorithms are compared with several existing encryption 

algorithms using different recursive sequences such as Fibonacci number in [59], Gray 

code in [60, 164], and Generalized Gray code in [61]. A 256x256 grayscale image was 

used as an example to calculate the number of possible choices of the security key(s) as 

shown in Table 4.7. The results show the level of security achieved by each algorithm.  

When it comes to the encryption algorithms that use the Fibonacci number in [59] and the 

Gray code in [60, 164], the above-mentioned security issue is not a concern, since they 

don’t have any security key. The parameter q can act as a security key for the encryption 

algorithm based on the Generalized Gray code in [61]. However, due to the limited 

amount of possible security key combinations, the security level of this algorithm is still 

relatively low.  

The security issue has been carefully taken into account in the PRTME_SD  and 

PRTME_FD algorithms based on the P-Fibonacci sequence, P-Lucas sequence, P-

recursive sequence and the Parametric M-sequence. Higher security levels of the 

encrypted multimedia can be achieved because these algorithms have at least two security 

keys and all the security keys have a sufficient number of possible combinations. In 

practical applications, users should select these three recursive sequences for encryption 

if security is a more important issue than others. 
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44..55..22      DDaattaa  LLoossss  AAttttaacckkss  

Data loss attacks such as data cutting and filtering are common ways of image attacks. 

Applying these attacks deliberately helps to verify the ability of the encrypted multimedia 

data to tolerate possible distortions that may occur in public media transmission channels.  

 

 

(a) (b) (c) (d) 

Figure 4.9: Images reconstructed by the PRTME_SD algorithm using different recursive 
sequences after a 64x64 center cutting attack. The top row shows the encrypted 
images after a 64x64 center cutting attack. The bottom row shows the images 
reconstructed by different recursive sequences. (a) P-Fibonacci sequence; (b) 
P-Lucas sequence; (c) (n, k, p)-Gray code; (d) Parametric M-sequence. This 
demonstrates that the PRTME_SD algorithm can withstand data cutting 
attacks. 

 

Figure 4.9 gives an example of cutting attacks. The PRTME_SD algorithm encrypted a 

512x512 Lena image using the P-Fibonacci sequence, P-Lucas sequence, (n, k, p)-Gray 

code and the Parametric M-sequence respectively. A 64x64 center cutting attack was 

applied to these encrypted images, as shown in the top row of Figure 4.9. The 

reconstructed images shown in the bottom row of Figure 4.9 are the results obtained from 
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these encrypted images after a cutting attack. Since they contain most of the original 

images’ visual information, these reconstructed images are visually acceptable, even 

though some distortions are apparent.  

 

 

(a) (b) (c) (d) 

Figure 4.10: Images reconstructed by the PRTME_SD algorithm using different recursive 
sequences after a 3x3 Gaussian low pass filter. The top row shows the 
encrypted images after a 3x3 Gaussian low pass filter has been applied. The 
bottom row shows the reconstructed images. (a) P-Fibonacci sequence; (b) P-
Lucas sequence; (c) (n, k, p)-Gray code; (d) Parametric M-sequence. This 
demonstrates that the PRTME_SD algorithm can withstand filtering attacks. 

 

Figure 4.10 gives examples of low pass filter attacks. The Lena image was encrypted by 

the PRTME_SD algorithm using the same sequences as those in Figure 4.9. These 

encrypted images, shown in the top row of Figure 4.10, were filtered by a 3x3 digital low 

pass filter called the Gaussian low pass filter. The images shown in the bottom row of 

Figure 4.10 were reconstructed from these filtered images. These reconstructed images 

are obviously recognizable.  
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The encryption algorithms based on other sequences show similar results as those in 

Figures 4.9 and 4.10. These experimental results demonstrate that the PRTME_SD 

algorithm retains its excellent performance in the face of data loss attacks. Therefore, 

they can withstand the distortions of public multimedia channels. 

44..55..33      NNooiissee  AAttttaacckkss  

Many different types of noise exist in public multimedia channels such as internet and 

wireless communication networks. Gaussian noise and Salt and pepper noise are different 

kinds of image noise. Employing noise attacks demonstrates the ability of the encrypted 

multimedia to withstand the contamination of different noises. This demonstrates another 

advantage of the PRTME_SD algorithm. 

 

 

(a) (b) (c) (d) 

Figure 4.11: Images reconstructed by the PRTME_SD algorithm using different recursive 
sequences with 10% Gaussian noise attack. The top row shows the encrypted 
images with 10% Gaussian noise. The bottom row shows the reconstructed 
images. (a) P-Fibonacci sequence; (b) P-Lucas sequence; (c) (n, k, p)-Gray 
code; (d) Parametric M-sequence. This demonstrates that the PRTME_SD 
algorithm can withstand the Gaussian noise attack. 
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The experimental results in Figures 4.11 and 4.12 show the performance of the 

PRTME_SD algorithm after it has been subjected to noise attack. A Lena image was 

encrypted using the same sequences as those in Figures 4.9 and 4.10. An additional 10% 

Gaussian noise was added to the encrypted images, as shown in the top row of Figure 

4.11. The images shown in the bottom row of Figure 4.11 were recovered from the 

encrypted images that featured noise. The reconstructed images shown in the bottom row 

of Figure 4.12 were obtained from the encrypted images with 10% Salt & Pepper noise in 

the top row of Figure 4.12.  

 

 

(a) (b) (c) (d) 

Figure 4.12: Images reconstructed by the PRTME_SD algorithm using different recursive 
sequences with 10% Salt Pepper noise attack. The top row shows the encrypted 
images with 10% Salt Pepper noise. The bottom row shows the reconstructed 
images. (a) P-Fibonacci sequence; (b) P-Lucas sequence; (c) (n, k, p)-Gray 
code; (d) Parametric M-sequence. This demonstrates that the PRTME_SD 
algorithm can withstand the Salt & Pepper noise attack. 

 

Despite being affected by noise, these reconstructed images contain most of the original 

images’ visual information. These experimental results demonstrate that the PRTME_SD 
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algorithm demonstrates a good performance against noise attacks as well. The original 

images can be completely reconstructed even though they are subject to a noisy 

environment. 

44..55..44      EExxeeccuuttiioonn  TTiimmee  AAnnaallyyssiiss  

The execution time can demonstrate how efficiently the encryption algorithms encrypt 

multimedia data. This feature is designed to show whether the encryption algorithm can 

meet the requirements of low computation and high processing speed in real-time 

applications. 

TABLE 4.8  EXECUTION TIME OF THE ENCRYPTION ALGORITHMS 

Encryption algorithms based on Encryption time (second) Decryption time (second)

Fibonacci number 0.0173 0.0246 

Generalized Fibonacci number 0.0207 0.025 

Gray code 2.4121 2.4131 

Generalized Gray code 2.2769 2.2765 

P-Fibonacci sequence 0.1665 0.3624 

P-Lucas sequence 0.125 0.2701 

(n, k, p)-Gray code 2.5522 2.6841 

P-recursive sequence 0.9479 1.1055 

Parametric M-sequence 7.4808 7.6158 

The measurement is based on a 512x512 grayscale image 

 

Table 4.8 gives the execution time using the PRTME_SD algorithm with different 

recursive sequences. The results were measured on a computer running the Windows XP 
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operating system with 3GB memory and with a CPU using Intel Core Duo E6550 

(2.60GHz, 4MB L2 cache, 1066 MHz FSB). 

The time of encryption process was measured when different sequences were applied 

individually to encrypt a 512x512 grayscale image. By applying a one-time decryption 

process to the encrypted images using the same sequences, the time of decryption process 

was also measured. Since the PRTME_SD algorithm encrypts images by changing pixel 

location, its encryption/decryption time is dependent on the image size, not the image 

data. Therefore, the measure results in Table 8 can prove the encryption performance of 

the PRTME_SD algorithm even if they are only obtained from one grayscale image. 

The results shown in Table 4.8 demonstrate that the encryption algorithm based on the 

Fibonacci number has the shortest execution time when it comes to both the encryption 

and the decryption processes. The algorithms based on the Generalized Fibonacci 

number, P-Fibonacci and the P-Lucas sequences can also encrypt images more 

efficiently. The encryption algorithm using the Parametric M-sequence takes the longest 

time to perform one encryption/decryption process. This is because it takes the majority 

of the process time for the serial shift registers to generate the M-sequence. This can be 

improved by using parallel shift registers to generate M-sequence instead of the serial 

shift registers.  

According to the results in Tables 4.7 and 4.8, users can select the P-Fibonacci and the P-

Lucas sequences for encryption if both efficiency and security are important. 
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44..66      SSuummmmaarryy  aanndd  DDiissccuussssiioonn  

Five different recursive sequences and their corresponding transforms have been 

presented in this chapter including the P-Lucas sequence, P-recursive sequence, (n, k, p)-

Gray code, Parametric M-sequence and the truncated P-Fibonacci sequence. All these 

recursive sequences and transforms can be implemented successfully for the 2D and 3D 

multimedia encryption.  

The presented recursive sequences demonstrated comprehensive properties that can be 

specified to new recursive sequences by changing the parameters. For example, the (n, k, 

p)-Gray code can derive the classical Gray code, classical ternary Gray code, P-Gray 

code, and the ternary P-Gray code. Under different conditions, the P-recursive sequence 

can generate the P-Fibonacci sequence, P-Lucas sequence and the P-Gray code. All 

parameters in different recursive sequences can act as the security keys in the 2D P-

recursive transform based multimedia encryption algorithms. 

The 2D P-recursive transform has been introduced to efficiently encrypt 2D and 3D 

multimedia data. It is suitable for all above mentioned recursive sequences. It not only 

makes the 2D multimedia encryption a straightforward one-step process, but also 

provides an open platform that allows users to input new recursive sequences into the 

multimedia encryption system without requiring any changes to the system architecture. 

Two multimedia encryption algorithms called the PRTME_SD and PRTME_FD 

algorithms were introduced that can encrypt multimedia data in the spatial and frequency 
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domains, respectively. Simulation results and comparisons demonstrated their encryption 

performance. Security analysis has demonstrated that the PRTME_SD and PRTME_FD 

are able to withstand common attacks such as data loss attacks and noise attacks. In the 

PRTME_SD algorithm, the original image can be completely reconstructed. However, 

for the PRTME_FD algorithm, the reconstructed images are slightly different from the 

original image due to the data loss during the DCT transformation.  

However, the PRTME_SD algorithm encrypts multimedia data only by changing the data 

locations in the spatial domain, whereas the PRTME_FD algorithm scrambles the DCT 

coefficients in the frequency domain. These permutation-only based encryption methods 

are known to be vulnerable to plaintext attacks [69, 70]. To overcome this problem and 

achieve higher levels of security, one effective solution is to change multimedia data 

values while also changing the locations of data or the transform coefficients using 

different techniques. In the following two chapters, several new encryption algorithms 

will be introduced according to this scheme. 
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Chapter 5  

Decompositions and Transforms for Image 

Encryption 

This chapter introduces two new bit-plane decomposition methods, namely the truncated 

Fibonacci p-code bit-plane decomposition and the (n, k, p)-Gray code bit-plane 

decomposition. Their decomposition results and the number of decomposed bit-planes 

changes as the parameter values are altered. Integrating these two parameter-dependent 

decomposition methods with recursive sequence based encryption techniques, three new 

image encryption algorithms are introduced to improve the security level of several 

existing bit-plane decomposition based encryption approaches. In addition, a new image 

encryption algorithm is introduced using the Discrete Parametric Cosine Transform. 

Simulation results, comparisons and security analysis are then given to demonstrate the 

encryption performance of the algorithms and their ability to encrypt images, videos and 

selective objects. 



www.manaraa.com

5.   DECOMPOSITIONS AND TRANFORMS FOR IMAGE ENCRYPTION 

197 
 

55..11      IInnttrroodduuccttiioonn  

The algorithms presented in Chapter 4 encrypt multimedia data by changing the data 

locations. These permutation-only based encryption methods are known to be vulnerable 

to several plaintext attacks [69, 70]. To overcome this problem, one solution is to 

simultaneously change multimedia data values and locations using different techniques. 

There are many ways to change multimedia data values. Image bit-plane decomposition 

is one possible option. This encryption method first decomposes images into their binary 

bit-planes. It then encrypts bit-planes using different technologies, and combines all the 

encrypted bit-planes in order to obtain the encrypted images. Recently, a bit-plane 

encryption algorithm using exclusive-OR operations (BPE-XOR) was presented for an 

optical system [71]. Later, a selective bit-plane encryption scheme using the AES 

algorithm (SBE-AES) was developed for image encryption in mobile environments [72]. 

To reduce the computational workload, another selective bit-plane encryption algorithm 

using the least significant bit-plane of images (SBE-LBP) was proposed to encrypt 

images [73]. 

These bit-plane decomposition based encryption schemes have been able to contribute to 

their specific applications. However, due to the fact that they are based on traditional 

image bit-plane decomposition, they do have some security weaknesses: (1) from a 

cryptanalysis point of view, this decomposition method has a low level of security 

because, for each specific image, the number of its decomposed bit-planes and the 

content of each bit-plane are fixed. For example, a grayscale image with gray levels 0- 
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255 can only be decomposed into eight bit-planes. The contents in each bit-plane are 

fixed for the same image. As a result, it can be easy for the attacker to predict the 

decomposition results. (2) The XOR operation and selective bit-plane encryption 

schemes have been shown to be vulnerable to a low computational cost attack [165].   

This chapter introduces the truncated Fibonacci p-code bit-plane decomposition (to 

reduce redundancy of the Fibonacci p-code bit-plane decomposition) [74], and the (n, k, 

p)-Gray code bit-plane decomposition (which extends the concept of the image bit-plane 

decomposition from base 2 (binary bit string) into arbitrary base) [75, 76]. The 

decomposition results and the number of the decomposed bit-planes of these 

decomposition methods are parameter-dependent. This particular property is very useful 

and makes the methods suitable for multimedia encryption. 

To enhance the security of the bit-plane decomposition based encryption approaches, 

three new image encryption algorithms are introduced combining image bit-plane 

decomposition with recursive sequence based encryption methods.  

Based on the concept of using one set of security keys to encrypt the original data and a 

different set of security keys to reconstruct it to obtain the final encrypted data, a new 

image encryption algorithm is introduced using the Discrete Parametric Cosine 

Transform. Simulation results, comparisons and security analysis are also provided. 

The rest of this chapter is organized as follows: after reviewing several existing 

decomposition methods, Section 5.2 introduces the truncated Fibonacci p-code bit-plane 

decomposition and the (n, k, p)-Gray code bit-plane decomposition. Section 5.3 
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introduces a new image encryption algorithm combining the P-Fibonacci transform and 

the Fibonacci p-code bit-plane decomposition. Section 5.4 presents a selective object 

encryption scheme using the truncated Fibonacci p-code. Section 5.5 introduces another 

new image encryption algorithm using the (n, k, p)-Gray code and its decomposition. 

Section 5.6 introduces an image encryption algorithm using the Discrete Parametric 

Cosine Transform. Section 5.7 reaches a conclusion. 
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55..22        IImmaaggee  BBiitt­­ppllaannee  DDeeccoommppoossiittiioonn  MMeetthhooddss      

This section reviews three existing methods for image bit-plane decomposition, namely 

binary bit-plane decomposition, Gray code decomposition [136] and Fibonacci p-code 

bit-plane decomposition [157]. These methods are intended for images that are 

decomposed into binary bit-planes. They are frequently used for image compression, 

enhancement and encryption. To reduce the redundancy of the Fibonacci p-code bit-plane 

decomposition, the truncated Fibonacci p-code bit-plane decomposition is introduced for 

selective image encryption [74]. By extending the concept of the image bit-plane 

decomposition from base 2 (binary bit string) into arbitrary base, the (n, k, p)-Gray code 

bit-plane decomposition is then introduced [75, 76]. These decomposition methods will 

be used for image encryption. 

55..22..11      BBiinnaarryy  aanndd  GGrraayy  ccooddee  BBiitt--ppllaannee  DDeeccoommppoossiittiioonnss  

Definition 5.1: The non-negative decimal number D  can be represented by the following 

form of the base-2 polynomial.  

 
1

0 1 1
0 1 1

0

2 2 2 ... 2
n

i n
i n

i

D a a a a







      (83) 

The binary code 1 1 0( ,..., , )na a a is the binary representation of the non-negative decimal 

number D .   

The pixel values of the grayscale images are non-negative integers. Each of them can be 

represented by a binary code according to the equation (83). Therefore, a grayscale image 
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can be decomposed into n  binary bit-planes. The thi  bit-plane contains the coefficient ia  

bits of all image pixels. This image decomposition method is called binary bit-plane 

decomposition. 

Figure 5.1 gives an example of the binary bit-plane decomposition. Bit-plane 7 consists 

of all the most significant bits of each image pixel, and bit-plane 0 collects all the least 

significant bits of image pixels. 

 
Bit-plane 7 Bit-plane 6 Bit-plane 5 Bit-plane 4 

 
Bit-plane 3 Bit-plane 2 Bit-plane 1 Bit-plane 0 

Figure 5.1:  Binary bit-plane decomposition of a grayscale image. 

 

Definition 5.2: A non-negative integer can be represented by an n-bit Gray code 

1 1 0( ,..., , )ng g g , which can be calculated from the binary code in definition 5.1 using the 

following operation, 

 1

1

1

0 2
n

i
i i

a i n
g

a a i n




 
     

 (84) 

where   is the exclusive-OR operation.  



www.manaraa.com

5.   DECOMPOSITIONS AND TRANFORMS FOR IMAGE ENCRYPTION 

202 
 

In this manner, a grayscale image can be decomposed into n  gray code bit-planes. Figure 

5.2 gives an example of this. This alternative image decomposition method can reduce 

the effect of small gray-level changes due to the fact that the successive Gray codes differ 

in only one bit position. For example, the Gray codes corresponding to the decimal 

number 127 and 128 are 01000000 and 11000000, respectively. 

 
Bit-plane 7 Bit-plane 6 Bit-plane 5 Bit-plane 4 

 
Bit-plane 3 Bit-plane 2 Bit-plane 1 Bit-plane 0 

Figure 5.2:  Gray code bit-plane decomposition of a grayscale image. 

 

In the decomposed results of these two traditional methods, the higher-order bit-planes 

contain almost all the significantly visual data, especially the top four bit-planes. The 

other lower-order bit-planes describe more of the image’s details. This advantage is 

useful for image compression. However, from a cryptanalysis point of view, these two 

traditional decomposition approaches may not be suitable for image encryption because: 

A grayscale image can be decomposed into only a specific number of binary bit-planes 

via these two decomposition methods, since they are based on the binary representation 
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of the image. For example, a grayscale image with gray levels within 0-255 can be 

decomposed only into eight bit-planes. 

For a specific grayscale image, the user can easily predict any bit value of each image 

pixel in any bit-plane since their decomposition process is not parameter-dependent.  

Because of the fixed number of bit-planes, the encryption result can be broken easily. 

55..22..22      FFiibboonnaaccccii  PP--ccooddee  BBiitt--ppllaannee  DDeeccoommppoossiittiioonn  

This section reviews the definition of the Fibonacci p-code and Fibonacci p-code bit-

plane decomposition. 

5.2.2.1    Fibonacci P­code 

A non-negative decimal number can be represented using a binary code sequence based 

on equation (83). This concept can be extended to the Fibonacci p-code since the power 

of two series is a special case of the P-Fibonacci sequence. Therefore, the definition of 

Fibonacci p-code is given below.  

Definition 5.3: A non-negative decimal number D  can be represented by the following 

format:  

 
1

0 1 1
0

( ) (0) (1) ... ( 1)
n

i p p p n p
i

D c f i c f c f c f n





       (85) 

where n  and p  are nonnegative integers, 0,1,..., 1i n  , (0,1)ic  , the weight ( )pf i  is 

the thi element of the P-Fibonacci sequence with a specific p value in equation (52) in 
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Chapter 4. The coefficient sequence 1 1 0( ,..., , )nc c c  is called the Fibonacci p-code of D , 

namely, 

 1 1 0( ,..., , )n pD c c c  (86) 

where p is the distance parameter of the P-Fibonacci sequence, and the largest value 

( 1)pf n 
 
in equation (85) corresponds to the most significant bit in the Fibonacci p-code 

in equation (86). 

The Fibonacci p-code of a specific decimal number will change as the p  value changes. 

However, for a given p  value, the Fibonacci p-code of a specific decimal number is not 

unique either. 

TABLE 5.1. DIFFERENT FIBONACCI P-CODES OF 30 FOR P=3 

3 ( )f i  26 19 14 10 7 5 4 3 2 1 1 1 

Fibonacci 
p-codes 

1 0 0 0 0 0 1 0 0 0 0 0 
1 0 0 0 0 0 0 1 0 1 0 0 
0 1 0 1 0 0 0 0 0 1 0 0 
0 1 0 0 1 0 1 0 0 0 0 0 

… 
 
 
For example, if 30D   and 3p  , the P-Fibonacci sequence would yield a sequence with 

12 elements as shown in Table 5.1. Each element serves as a weight in the Fibonacci p-

code. The decimal number 30 can be represented by different Fibonacci p-codes with 12 

bits. Several examples of the Fibonacci p-code of 30 are given in Table 5.1. 

In order to obtain a unique Fibonacci p-code for each non-negative decimal number, 

several different rules or constraints are presented [158, 166, 167]. Users have the 

flexibility to choose one of them. This section selects the constraints presented in [158]. 
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If the following constraints are satisfied, a non-negative decimal number has a unique 

Fibonacci p-code [158]: 

 ( )pD f i s   (87) 

where the ( )pf i  is the thi element of the P-Fibonacci sequence with a specific p  value, 

0 i n  , and a non-negative decimal number s  is a reminder, 0 ( )ps f i p   . 

Based on the constraints in equation (87), for 30D   and 3p  , its Fibonacci p-code is 

330 (1,0,0,0,0,0,1,0,0,0,0,0) . Note that, after applying the constraints in equation (87), 

there are at least p 0’s between two consecutive 1’s in the Fibonacci p-code of any non-

negative decimal number. 

5.2.2.2   Fibonacci P­code Bit­plane Decomposition 

The decomposition results of the traditional binary and Gray code bit-plane 

decompositions and the number of bit-planes are unchangeable for a specific grayscale 

image. They are easy to predict and, therefore, are not conducive to image encryption.  

For a given p value, each non-negative decimal number has a unique Fibonacci p-code. 

With the same concept of the traditional bit-plane decomposition, an image can be 

decomposed into several Fibonacci p-codes. Moreover, due to the fact that the P-

Fibonacci sequence becomes the power of two series when 0p  , the traditional bit-

plane decomposition is a special case of the Fibonacci p-code bit-plane decomposition. 

The number of the Fibonacci p-code bit-planes Bn  depends on the maximum value of 

images maxI . In order to make the decomposition method work over all p values, the 
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following rules are introduced: If maxp I , Bn is calculated from maxI ; otherwise, if 

maxp I , Bn  is calculated by p values. For the latter case, this means that the number of 

Fibonacci p-code bit-planes is only determined by the p value. Figure 5.3 describes the 

algorithm of the Fibonacci p-code bit-plane decomposition for a 2D image with a size of 

M N . 

 

Figure 5.3:  The algorithm of the Fibonacci p-code bit-plane decomposition 

 

For a specific grayscale image, the results of the Fibonacci p-code bit-plane 

decomposition are parameter-dependent. The number of the Fibonacci p-code bit-planes 

Bn changes as the parameter p values change. For instance, for a grayscale image, 

/*  generate the P-Fibonacci sequence */ 

if maxp I then maxI p

(0) 1,  1pf i  ; 

while max( 1)pf i I  then 

        if 1i p  then ( ) ( 1)p pf i f i  ; 

       else ( ) ( 1) ( 1)p p pf i f i f i p     ; 

       1i i  ; end 

1Bn i  ; ( 1: 1:1);p pf f i    

/* Decompose Image into the Fibonacci P-code bit-planes */ 

for 1 to m M ; 1 to n N ; ( , )s I m n ; 

for  to 0Bi n   

     if ( )ps f i then ( )ps s f i  ; ( , , ) 1B m n i   ; 

    else ( , , ) 0B m n i  ;                   

end             
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max 255I  ; for 2p  , 15Bn  ; and for 3p  , 19Bn  . Figure 5.4 gives an example of a 

grayscale image decomposed using the Fibonacci P-code bit-plane decomposition with 

2p  .  

 
Original image Bit-plane 14 Bit-plane 13 Bit-plane 12 

 
Bit-plane 11 Bit-plane 10 Bit-plane 9 Bit-plane 8 

 
Bit-plane 7 Bit-plane 6 Bit-plane 5 Bit-plane 4 

 
Bit-plane 3 Bit-plane 2 Bit-plane 1 Bit-plane 0 

Figure 5.4:  Fibonacci p-code bit-plane decomposition of the grayscale Lena image, p=2 

 



www.manaraa.com

5.   DECOMPOSITIONS AND TRANFORMS FOR IMAGE ENCRYPTION 

208 
 

When p is greater than the maximum value of the image, the P-Fibonacci sequence will 

contain p 1’s immediately after decimal numbers 1, 2, 3, 4,..., p . Therefore, the Fibonacci 

p-code bit-planes of an image have the property that each nonzero image pixel has only a 

one stored in a bit-plane and a zero stored in all other bit-planes. Moreover, the number 

of the Fibonacci p-code bit-planes changes with different p values.  

 

 
Bit-plane 290 Bit-plane 380 Bit-plane 480 Bit-plane 510 

Figure 5.5: Selected Fibonacci p-code bit-planes of the grayscale Lena image using 
different p values. The top row shows the selected Fibonacci p-code bit-planes, 

256p  ; The bottom row shows the selected Fibonacci p-code bit-

planes, 270p  . 

 

For example, when 256p  , which is greater than max 255I   of the grayscale image, 

then 511Bn   and the Fibonacci p-code of 255 has only a one stored in the 510th bit-

plane and a zero stored in other bit-planes. Likewise, when 270p  , then 539Bn   and 

the Fibonacci p-code of 255 has only a one stored in the 524th bit-plane and zeros for 

other bit-planes. Since the number of the Fibonacci p-code bit-planes changes, the 

Fibonacci p-code of a specific pixel value will be different as the value of the parameter p 
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changes. Figure 5.5 gives several Fibonacci p-code bit-planes selected from the 

decomposed results using 256p   and 270p  . 

In the image encryption algorithm presented in Section 5.3, a shuffling process will be 

used to change the positions of each Fibonacci p-code bit-plane. As a result, the shuffled 

results will change as the p values change as well as in the image decomposition process.  

Moreover, the contents of the Fibonacci p-code bit-planes differ based on changes in the 

p value. These advantages make the Fibonacci p-code bit-plane decomposition well 

suited to image encryption. Note that the maximum value of medical images can be 

greater than 255 (for example, 16-bit medical images) so the presented decomposition 

approach will work also for other types of images. 

    55..22..33      TThhee  NNeeww  TTrruunnccaatteedd  FFiibboonnaaccccii  PP--ccooddee  BBiitt--ppllaannee  DDeeccoommppoossiittiioonn  

To reduce the redundancy of the Fibonacci p-code bit-plane decomposition and thereby 

generate the Fibonacci p-code more efficiently, the truncated Fibonacci p-code and its 

bit-plane decomposition are introduced for selective object encryption [74]. 

5.2.3.1   The New Truncated Fibonacci P­code  

Definition 5.4: A non-negative decimal number can be represented by the following 

format, 

 0 1 1(0) (1) ... ( 1)p p n pA c T c T c T n      (88) 
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where n  and p  are nonnegative integers, 0,1,..., 1i n  , (0,1)ic   and ( )pT i  is the 

TPFS defined in equation (56) in Chapter 4. The binary coefficient sequence 

1 1 0( ,..., , )nc c c  is called the truncated Fibonacci p-code (TFPC) of A , namely, 

 1 1 0( ,..., , )n pA c c c  (89) 

For a certain p value, the TFPC of a specific decimal number is shorter than the 

Fibonacci p-code in equation (86) [157, 158]. This allows the TFPC to be generated more 

efficiently. In a manner similar to the Fibonacci p-code, the TFPC is not unique. For 

example, if 35A  , 4p  , the TFPC of A  will be, 

4 4

4

35 (1,0,0,0,0,0,0,0,0,0,0,1) (0,1,0,0,0,1,0,0,0,0,0,1)

   (0,1,0,0,0,0,1,0,0,1,0,0) ...

 
 

 

To obtain a unique TFPC of a non-negative decimal number for specific parameter p, the 

following condition should be satisfied,  

 ( )pA T n s   (90) 

where 0 ( )ps T n p   . 

The above condition is the same as the constraint of the Fibonacci p-code in [157, 158]. 

There are at least p 0’s between two consecutive 1’s in the unique TFPC of any non-

negative decimal number. The unique TFPC is 435 (1,0,0,0,0,0,0,0,0,0,0,1)  for the 

example above. 
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5.2.3.2   The New Truncated Fibonacci P­code Bit­plane Decomposition 

For a specific p value, each non-negative decimal number has a unique TFPC 

representation as long as the condition in equation (90) is satisfied. Its TFPC will differ 

based only on different p values due to the fact that the TFPS is specified by the 

parameter p values.  

 
Bit-plane 11 Bit-plane 10 Bit-plane 9 Bit-plane 8 

 
Bit-plane 7 Bit-plane 6 Bit-plane 5 Bit-plane 4 

 
Bit-plane 3 Bit-plane 2 Bit-plane 1 Bit-plane 0 

Figure 5.6: Truncated Fibonacci p-code bit-plane decomposition of the grayscale Lena 
image, p=1. 

 

Based on the definition 5.4, a grayscale image can also be decomposed into the TFPC bit-

planes, a process called the Truncated Fibonacci p-code bit-plane decomposition. The 
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traditional binary bit-plane decomposition is a special case of the TFPC bit-plane 

decomposition when 0p  . 

 

 

 
Original image  Bit-plane 12 Bit-plane 11 Bit-plane 10 

  
Bit-plane 9 Bit-plane 8 Bit-plane 7 Bit-plane 6 Bit-plane 5 

  
Bit-plane 4 Bit-plane 3 Bit-plane 2 Bit-plane 1 Bit-plane 0 

 

Figure 5.7:  Fibonacci P-code bit-plane decomposition of the grayscale Lena image, p=1. 

 

A grayscale image with gray levels within 0-255 is decomposed into 12 TFPC bit-planes 

when 1p  . A TFPC decomposition example is given in Figure 5.6. For a specific 

grayscale image, the number of its TFPC bit-planes changes as the value of parameter p 

changes. For instance, the number of its TFPC bit-plane is 17 for 3p  , and 21 for 5p  , 

respectively. Moreover, the contents of the TFPC decomposition results are different 

based on changes in the value of p. This makes the TFPC decomposition a suitable 

method for image encryption. To demonstrate the difference between the TFPC 
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decomposition and the Fibonacci p-code bit-plane decomposition, Figure 5.7 gives the 

decomposition results of the same grayscale image using the Fibonacci p-code with 1p  . 

55..22..44      TThhee  NNeeww  ((nn,,  kk,,  pp))--GGrraayy  CCooddee  BBiitt--ppllaannee  DDeeccoommppoossiittiioonn  

By extending the concept of the image bit-plane decomposition from base 2 (binary bit 

string) into an arbitrary base, this section introduces a new image decomposition method 

that makes use of the (n, k, p)-Gray code [75, 76].  

From definition 4.4 in Chapter 4, the grayscale image can be decomposed into k (n, k, p)-

Gray code bit-planes, where the pixel values in the thi  bit-plane are the thi  bit ig of those 

pixels that have the same location in the grayscale image. This method is called the (n, k, 

p)-Gray code bit-plane decomposition.  

 
NKP bit-plane 7 NKP bit-plane 6 NKP bit-plane 5 NKP bit-plane 4 

 
NKP bit-plane 3 NKP bit-plane 2 NKP bit-plane 1 NKP bit-plane 0 

Figure 5.8:  (n, k, p)-Gray code bit-plane decomposition of a grayscale image, n=2, p=2. 
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When the base n is greater than 2, the values in the (n, k, p)-Gray code bit-planes are no 

longer binary. For example, the (3, 6, 1)–Gray code for a pixel with decimal value 10 is 

000102. The least significant bit-plane for a pixel of this value will have a “2” stored in 

the respective bit-plane.  

The novelty of this decomposition method is that it can decompose an image not only 

into binary bit-planes (for base 2n  ) but also into non-binary bit-planes (for base 

2n  ). The (n, k, p)-Gray code bit-planes will change as the values of base n and 

distance parameter p change. For a specific image, the number of bit-planes, k , is 

determined by the base n value. For example, a grayscale image with gray levels between 

0 and 255 can be decomposed to 8 ( 2log 255 8k     ) binary bit-planes for 2n  . Figure 

5.8 gives an example of this.  

 
NKP bit-plane 5 NKP bit-plane 4 NKP bit-plane 3 

 
NKP bit-plane 2 NKP bit-plane 1 NKP bit-plane 0 

Figure 5.9:  (n, k, p)-Gray code bit-plane decomposition of a grayscale image, n=3, p=0. 
This is also an example of the (n, k)-Gray code. 

 



www.manaraa.com

5.   DECOMPOSITIONS AND TRANFORMS FOR IMAGE ENCRYPTION 

215 
 

When the base n is greater than 2, the decomposed bit-planes of a grayscale image that 

has gray levels between 0 and 255 will no longer be binary and the number of 

decomposed bit-planes will be less than 8. The (n, k)-Gray code can also achieve this 

since it is a special case of the (n, k, p)-Gray code. Figure 5.9 gives an example of this 

where 3, 0n p  . However, for a given base n, the content of the decomposition results 

of an image that uses the (n, k)-Gray code will always be the same, whereas the content 

of the (n, k, p)-Gray code bit-planes will change with the value of p. This is one of the 

advantages of the presented decomposition method that uses the (n, k, p)-Gray code. 

Figure 5.10 gives another example with 3, 4n p  .  

 
NKP bit-plane 5 NKP bit-plane 4 NKP bit-plane 3 

 
NKP bit-plane 2 NKP bit-plane 1 NKP bit-plane 0 

Figure 5.10:  (n, k, p)-Gray code bit-plane decomposition of a grayscale image, n=3, p=4. 

 
 

Analysis of Figures 5.9 and 5.10 demonstrates that the most significant bit-plane doesn’t 

change while the content of several of the least significant bit-planes differs as the p 



www.manaraa.com

5.   DECOMPOSITIONS AND TRANFORMS FOR IMAGE ENCRYPTION 

216 
 

values change. This is because, according to its definition 4.4 in Chapter 4, the (n, k, p)-

Gray code keeps the most significant bit unchangeable. 

In summary, both the decomposed results and the number of the (n, k, p)-Gray code bit-

planes are parameter-dependent. This feature makes the (n, k, p)-Gray code bit-plane 

decomposition a more desirable method for applying to image encryption. 

Given three image bit-plane decomposition approaches, the following sections will make 

use of them for three new image encryption algorithms. 
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55..33      IImmaaggee  EEnnccrryyppttiioonn  UUssiinngg  PP­­FFiibboonnaaccccii  TTrraannssffoorrmm  

aanndd  DDeeccoommppoossiittiioonn  

This section introduces a new image encryption algorithm that integrates the P-Fibonacci 

Transform and Fibonacci p-code bit-plane decomposition [77]. To demonstrate the 

algorithm’s performance when it comes to encrypting grayscale images, biometrics, 

medical images and color images, simulation results and a comparison will be given. 

Security analysis will demonstrate that the algorithm has the ability to withstand several 

attacks such as brute force, statistics, data loss, noise and plaintext attacks.  

55..33..11      TThhee  NNeeww  IImmaaggee  EEnnccrryyppttiioonn  AAllggoorriitthhmm  

This section introduces a new image encryption algorithm using the P-Fibonacci 

transforms and Fibonacci p-code bit-plane decomposition, called the P-Fibonacci 

Encryption (PFE) algorithm. It can be used to encrypt images, biometrics, and videos. 

The new PFE algorithm shown in Figure 5.11 contains five processes: image 

decomposition, bit-plane shuffling, bit-plane resizing, bit-plane encryption and data 

mapping. The algorithm decomposes the original image into its Fibonacci p-code bit-

planes, shuffles the order of all bit-planes, resizes bit-planes based on the size of the 2D 

P-Fibonacci transform, performs the 2D P-Fibonacci transform to encrypt the bit-planes 

individually, combines all encrypted bit-planes using binary code definition in equation 
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(83)  and then maps the image data back into the original image data range to generate 

the final resulting encrypted image. 

 

Figure 5.11:  The block diagram of the new PFE algorithm 

 
Let 0 1 1{ , ,..., }LX X X  , 0 1 1... LX X X     denote all discrete intensity levels in an input 

image ( , )I m n , and let the data mapping function be defined by, 

 ( , ) for ( , ) kE m n k I m n X   (91) 

where ( , )E m n  is the output encrypted image, 0,1,..., 1k L  . Note that this is a nonlinear 

data mapping process. 

The Fibonacci p-code and P-Fibonacci transform will be different as the value of 

parameter p changes. Both image decomposition and encryption processes are parameter-

dependent. The parameter p for both the decomposition process (called DP ) and the 

encryption process (called EP ) can act as security keys for the presented PFE algorithm. 

Users have the flexibility to choose the same p value for both processes, i.e. D EP P , or 
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select different p values for each process, namely D EP P . They may also select different 

EP  values for each bit-plane, thereby helping to achieve a higher level of security but 

increasing computational complexity.  

The image resizing process helps to improve the security level of the PFE algorithm 

because it makes it difficult for an attacker to decode the encrypted images. Users have 

the flexibility to choose any existing method to perform the shuffling process. While 

keeping the encrypted images within the same data range as those of the original images, 

the data mapping process changes and shrinks the image data. 

Except for the image resizing process, the other four processes in the presented PFE 

algorithm are parameter-dependent. Its security keys consist of the parameters in these 

four processes, namely (1) DP for image decomposition, (2) security key for bit-plane 

shuffling, (3) EP  for bit-plane encryption, and (4) the pixel value array for data mapping. 

To recover the original image from the encrypted image, the authorized users will have to 

be given security keys. The decryption process of the PFE algorithm works in the 

following order: it maps encrypted image data back into the original range, decomposes 

the image into its binary bit-planes (the Fibonacci p-code bit-planes generated in the 

encryption process), reverts the order of all bit-planes back to their original order, 

decrypts all bit-planes individually using the 2D Fibonacci transform, resizes all bit-

planes back to their original condition and, finally, combines all decrypted bit-planes to 

obtain the reconstructed image. 



www.manaraa.com

5.   DECOMPOSITIONS AND TRANFORMS FOR IMAGE ENCRYPTION 

220 
 

55..33..22      SSiimmuullaattiioonn  RReessuullttss  

The PFE algorithm has been successfully applied to more than fifty images, including 

grayscale images, biometrics, color images, and medical images such as Magnetic 

Resonance Images (MRIs) and Computer Tomography (CT) images. To demonstrate the 

encryption performance of the PFE algorithm, this section will give several illustrative 

examples of image encryption. 

In all simulation results obtained by the PFE algorithm in the rest of this section, the 

same security key EP is used for all bit-planes, while the order of the Fibonacci p-code 

bit-planes is reversed in the shuffling process. The random numbers are added in the 

padding region in the image resize process. Of course, users have the flexibility to use 

any other method to shuffle the order of the bit-planes and to resize the original images. 

The structural similarity (SSIM) index is a quantitative assessment method for measuring 

the similarity between two images [168]. The SSIM is used to quantitatively evaluate the 

similarity between the reconstructed and original images to demonstrate whether the 

original images are completely reconstructed or not. A value 1 of the SSIM index 

indicates that two measured images are identical. The Matlab code of the SSIM was 

obtained from the author’s webpage [169]. Its default settings for the image measure are 

utilized in this section. 

Figure 5.12 gives an illustrative example of a grayscale image that has been encrypted by 

the PFE algorithm after its security keys have been set to high values, 32DP   

and 300EP  . The results demonstrate that the image changes according to different 
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stages of encryption and decryption. The encrypted image shown in Figure 5.12(d) is 

visually different from the original image shown in Figure 5.12(a). The fact that the 

reconstructed image shown in Figure 5.12 (f) is visually the same as the original image 

and that the SSIM value 1 confirms that the two are identical, means that the original 

images have been completely reconstructed. 
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(d) (e) (f) SSIM=1 

Figure 5.12:  Grayscale image encryption using the PFE algorithm, 32DP  and 

300EP  . (a) The original image; (b) The resized image; (c) The encrypted 
image before data mapping; (d) The final encrypted image; (e) The 
reconstructed image without image resizing; (f) The final reconstructed image. 

 
Figure 5.13 gives four encryption results to show that the presented PFE algorithm has 

the ability to protect different types of images, including grayscale images, MR images, 

CT images and fingerprints. The PFE algorithm has encrypted all these images with 

values 10DP   and 15EP  . Visually, the encrypted images are close to noise images. 

They show the excellent encryption performance of the presented PFE algorithm. All the 
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reconstructed images and their SSIM values demonstrate that the original images have 

been perfectly reconstructed. 
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Figure 5.13:  Encryption for different types of images, 10,  and 15D EP P  . The first 
row shows the original images; the second row shows the encrypted images; 
the third row shows the reconstructed images. (a) The grayscale image case; 
(b) The MRI case; (c) The CT image case; (d) The biometrics case. This 
demonstrates that the presented PFE algorithm has the ability to encrypt 
different types of images and that the original images can be reconstructed 
completely. 

 
3D images, such as color images and 3D medical images, contain several 2D data 

matrices called 2D components. Color images, for example, contain three color planes. 

Each color plane is a 2D component. In this manner, the 3D images can be considered as 

combinations of several 2D images. The 3D image encryption can be accomplished by 

encrypting all its 2D components individually. Users have the flexibility to choose the 
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same security keys for all 2D components or to choose different security keys for each of 

them.  

Figure 5.14 gives a descriptive example of color image encryption using the PFE 

algorithm with the security keys 10DP   and 20EP  . Visually, the encrypted image in 

Figure 5.14(d) looks like a noise image. The results also demonstrate the PFE algorithm’s 

ability to encrypt 3D images. The reconstructed image shown in Figure 5.14(f) and its 

SSIM value further verify that the original image has been reconstructed completely. 
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(d) (e) (f) SSIM=1 

Figure 5.14:  Color image encryption using the PFE algorithm, 10DP  and 20EP  . (a) 
The original color image; (b) The resized color image; (c) The processed image 
before the data mapping process; (d) The encrypted image; (e) The 
reconstructed image without image resizing; (f) The final reconstructed image. 

 

55..33..33      PPeerrffoorrmmaannccee  AAnnaallyyssiiss  

The efficiency of the encryption algorithm translates into faster encryption and 

decryption, and lower computational costs. Efficiency, moreover, is an important 
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property when it comes to evaluating the suitability of an encryption algorithm for real 

time applications. The efficiency of this particular algorithm can be verified clearly by 

analyzing the time it takes to execute its encryption and decryption of images. 

5.3.3.1   Performance Analysis 

In this experiment, the presented PFE algorithm encrypts a 256×256 grayscale Lena 

image with different security keys, DP  and EP . The execution time of the encryption and 

decryption processes is measured and recorded when the security keys change. The 

encryption time is given in Table 5.2, and the decryption time is given in Table 5.3.  

TABLE 5.2. ENCRYPTION TIME OF A 256×256 GRAYSCALE IMAGE USING THE PRESENTED 

PFE ALGORITHM WITH DIFFERENT PD AND PE VALUES 

     PD      

PE 
1 2 5 10 20 30 

1 2.3351 1.0805 1.1295 1.4178 1.3794 1.5504 
3 0.8913 0.9074 0.9568 1.2268 1.1403 1.3083 

10 0.6138 0.5952 0.6266 0.8093 0.7693 0.8640 
50 0.4960 0.5009 0.5254 0.6563 0.6370 0.7077 

200 0.5285 0.5231 0.5487 0.6866 0.6625 0.7387 
300 0.5026 0.4998 0.5377 0.6761 0.6776 0.7525 
 
 
TABLE 5.3. DECRYPTION TIME OF A 256×256 GRAYSCALE IMAGE USING THE PRESENTED 

PFE ALGORITHM WITH DIFFERENT PD AND PE VALUES 

    PD     

PE 
1 2 5 10 20 30 

1 1.3452 1.3153 1.3667 1.6534 1.6370 1.7899 
3 1.1072 1.0907 1.1630 1.3939 1.3577 1.4847 

10 0.7082 0.7037 0.7316 0.8914 0.8924 0.9595 
50 0.5892 0.5859 0.6048 0.7403 0.7226 0.7979 

200 0.6179 0.6152 0.6421 0.7733 0.7618 0.8276 
300 0.5779 0.5804 0.6174 0.7567 0.7589 0.8375 

 
 

The results in Tables 5.2 and 5.3 demonstrate that both the encryption and decryption 

processes have low execution times. This means that their computational costs are very 
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low. Furthermore, changes in the combination of security keys do not significantly affect 

the execution time of the encryption and decryption processes. This indicates that the 

encryption or decryption time of the PFE encryption algorithm for any given image is 

almost independent of changes in the security keys.  

5.3.3.2   Performance Comparison 

To further verify the efficiency of the presented PFE algorithm, its image encryption 

execution time is compared with those of the previously mentioned algorithms such as 

the bit-plane encryption algorithm using exclusive-OR operations (BPE-XOR) [71], the 

selective bit-plane encryption algorithm using the AES algorithm (SBE-AES) [72], and 

the selective bit-plane encryption algorithm using the least significant bit-plane of images 

(SBE-LBP) [73].   
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Figure 5.15:  Performance comparison of different encryption algorithms. PFE indicates 
the presented PFE algorithm. This demonstrates the efficiency of the PFE 
algorithm for image encryption. 
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A 512×512 grayscale Lena image is cropped into different images of varying sizes from 

64×64 to 512×512. The images are then encrypted by the presented PFE, the BPE-XOR, 

the SBE-AES and the SBE-LBP algorithms, respectively. The encryption time is 

measured and plotted in Figure 5.15. The results are measured in a computer running the 

Windows XP operating system with 3GB memory and a CPU using Intel Core2 Quad 

Q6700 (2.66GHz/1066MHz/2X4MB L2). 

In this example, the security keys of the presented PFE algorithm are 2DP   for the 

decomposition process and 3EP   for the encryption process. Security keys for the BPE-

XOR algorithm are set to the initial register value of 20 and the shifting times are set to 

10 for the Linear Feedback Shift Registers. For the SBE-AES and SBE-LBP algorithms, 

a 128-bit security key and the two most significant bit-planes are selected for encryption. 

All algorithms are implemented in Matlab codes.  

Note that, for the sake of simplicity, this section uses these settings for all simulations, 

except for those cases with particular specifications.   

The results in Figure 5.15 demonstrate that in the MATLAB implementation for image 

encryption the presented PFE algorithm outperforms the three existing methods. The 

results demonstrate that the PFE algorithm can encrypt images efficiently and also has 

the potential to perform in real-time applications such as wireless networks and 

communications. 
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55..33..44      SSeeccuurriittyy  AAnnaallyyssiiss  

Security is important not only for the encrypted objects but also for the encryption 

algorithms themselves. This section discusses some security issues of the presented PFE 

algorithm such as histogram and correlation analysis, key sensitivity testing, security key 

space, and several common attacks such as brute force attacks, noise attacks, and data 

loss attacks. The eight different-sized images shown in Figure 5.16 will be used as test 

images in this section. 
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Figure 5.16:  Test images with different sizes. (a) Pepper, 128×128; (b) Lena, 256×256; 
(c) Chess, 256×256; (d) Cameraman, 256×256; (e) Barbara, 512×512; (f) 
Chess player, 512×512; (g) Brain, 512×512;  (h) Baby, 512×512. 

 

5.3.4.1   Histogram Analysis 

An image histogram is a graphic representation of the pixel intensity distribution of an 

image. To overcome the statistic attacks, the encrypted image should have a histogram 

with random behavior and uniform distribution [54, 56-58].  
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Figure 5.17 gives an example of image encryption using the PFE algorithm. As can be 

seen, the encrypted image and its histogram are completely different from the original 

image. Visually, the encrypted image looks like a noise image. Its histogram has nearly 

uniform distribution that changes with different security keys. These demonstrate that the 

presented PFE algorithm has the ability to withstand the statistic attacks.  
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Figure 5.17:  Image encryption using the PFE algorithm. (a) The original image and its 
histogram; (b) The encrypted image and its histogram; (c) The reconstructed 
image and the histogram of the difference between the reconstructed and 
original images. 

 
Moreover, the reconstructed image in Figure 5.17(c) is visually the same as its original in 

Figure 5.17(a). Its SSIM value also demonstrates that they are identical. To further 

demonstrate quantitatively and graphically the difference between the reconstructed 

image and its original, the reconstructed image is subtracted from the original image pixel 

by pixel to generate a difference image. The histogram of the difference image given in 

Figure 5.17(c) demonstrates that all the pixels in the image are zeros, which proves that 
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the reconstructed image is the same as the original. This is one of advantages of the 

presented PFE algorithm. 
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Figure 5.18:  Comparison of the histograms of encrypted images as produced by different 
algorithms. The 1st column shows the images encrypted by the BPE-XOR and 
their histograms; the 2nd column shows the images encrypted by the SBE-AES 
and their histograms; the 3rd column shows the image encrypted by the SBE-
LBP and their histograms; the 4th column shows the image encrypted by the 
presented PFE algorithm and their histograms. (a)-(d) shows the encrypted 
images of the “Pepper” image shown in Figure 5.16(a); (e)-(h) shows the 
encrypted images of the “Chess” image shown in Figure 5.16(c); (i)-(l) shows 
the encrypted images of the “Baby” image shown in Figure 5.16(h); (m)-(p) 
shows the encrypted images of the “Brain” image shown in Figure 5.16(g). 

 

To compare the encryption performance of the presented PFE algorithm with those of the 

existing methods, four images are selected from Figure 5.16, and then encrypted using 

these algorithms, respectively. The encrypted images and their histograms are given in 

Figure 5.18. The resulting images encrypted by the BPE-XOR, the SBE-AES and the 

SBE-LBP algorithms contain some of the visual information of the original images. The 
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intensity distribution of their corresponding histograms is inhomogeneous. However, the 

images encrypted by the presented PFE algorithm look visually like noise images. The 

histograms of these encrypted images are close to uniform distribution. This demonstrates 

that the performance of the presented PFE algorithm is superior to other methods in the 

face of statistic attacks. 

5.3.4.2   Correlation Coefficient Analysis 

To further demonstrate how robust the presented PFE algorithm is when it comes to 

statistic attacks, this section analyzes the correlation between two horizontally, vertically 

and diagonally neighboring pixels in both the original and the encrypted images. The 

neighboring pixels are also called adjacent pixels in [54, 56-58]. 

First, this section analyzes the intensity distribution of two neighboring pixels in both the 

original image and the image encrypted by the presented PFE algorithm. 2048 sample 

pixels were randomly selected from the original image given in Figure 5.17(a) and the 

encrypted images from Figure 5.17(b), respectively.  

Figure 5.19 plots the intensity distribution of these 2048 sample pixels and their 

horizontally, vertically and diagonally neighboring pixels. The top row in Figure 5.19 

shows the intensity distributions of the pixels from the original image. The results 

demonstrate that the intensity values of neighboring pixels are equal or very close: their 

intensity distribution is located in or close to the diagonal line in the figures. The 

neighboring pixels in the original image are highly correlated. The bottom row in Figure 

5.19 plots the distribution of pixels from the encrypted image. The results demonstrate 
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that the neighboring pixels in the encrypted image have less correlation: their intensity 

values are spread out and are almost uniformly distributed across the entire data range of 

the image.  
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(a) Horizontal (b) Vertical (c) Diagonal 

Figure 5.19:  The pixel intensity distributions of two neighboring pixels at different 
directions in the original and encrypted Lena image from Figure 5.16. The top 
row shows the pixel intensity distributions of the original image; the bottom 
row shows the pixel intensity distributions of the encrypted image. (a) The 
pixel intensity distribution of two horizontally neighboring pixels, ( , )I m n  and 

( 1, )I m n ; (b) The pixel intensity distribution of two vertically neighboring 
pixels, ( , )I m n  and ( , 1)I m n  ; (c) The pixel intensity distribution of two 

diagonally neighboring pixels, ( , )I m n  and ( 1, 1)I m n  . This demonstrates 
that the neighboring pixels at different directions in the encrypted image show 
less correlation and more random distribution in the entire data range. 

 
To quantitatively assess the correlation of the neighboring pixels, the correlation 

coefficient of all horizontally, vertically and diagonally neighboring pixels in the original 

and encryption images are calculated. The correlation coefficient of two neighboring 

pixels is defined by [170, 171], 
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where ,x y are the intensity values of two neighboring pixels and N is the total number of 

pixels selected from the image to be calculated, and 1 1xyr   . 

Two neighboring pixels ,x y have a strong positive linear correlation if the correlation 

coefficient xyr is close to +1. The positive values of the correlation coefficient xyr indicate 

a relationship between two neighboring pixels ,x y such that the values of x  increase (or 

decrease) when the values of y  increase (or decrease). However, a value of xyr
 
close to 

zero implies that there is a random, nonlinear relationship between the two neighboring 

pixels [171]. 

TABLE 5.4. CORRELATION COEFFICIENTS OF TWO NEIGHBORING PIXELS IN THE ORIGINAL 

AND ENCRYPTED IMAGES 

Image Name 
Original Image Encrypted Image Correlation 

Between 
two images

Horizontal Vertical Diagonal Horizontal Vertical Diagonal 

Pepper 0.9147 0.9362 0.9351 -0.0036 -0.0016 0.0042 -0.0069 
Lena 0.9401 0.9698 0.9699 -0.00087 0.0016 0.0028 -0.0019 
Chess 0.9476 0.9071 0.9077 -0.00066 -0.0015 0.0028 0.000963 
Cameraman 0.9343 0.9408 0.9412 0.0099 0.00081 0.005 0.000734 
Barbara 0.8545 0.9539 0.9540 0.0043 0.0019 0.0045 0.000094 
Chess player 0.9639 0.9475 0.9475 -0.00048 0.00053 0.0009 -0.0014 
Brain 0.9866 0.9857 0.9857 -0.0013 -0.0011 0.001 -0.0033 
Baby 0.9899 0.9846 0.9846 -0.00063 0.001 0.0022 0.000327 

 

 
Table 5.4 gives the correlation coefficients of two horizontally, vertically and diagonally 

neighboring pixels for both the original images that appear in Figure 5.16 and the images 

encrypted by the presented PFE algorithm. The correlation coefficients of two 
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neighboring pixels from the original images are close to one. This demonstrates that they 

have a strong positive relationship. However, the correlation coefficients of two 

neighboring pixels from the encrypted images are close to zeros, which means they have 

an extremely weak relationship.  

To evaluate the relationship between the original images and the corresponding images 

encrypted by the presented PFE algorithm, the correlation coefficients of two pixels with 

the same locations in the original and encrypted images are calculated. They are given in 

the last column in Table 5.4. The results demonstrate that no linear correlation occurs 

between the original images and the encrypted image since the values of the correlation 

coefficients are close to zero. 

TABLE 5.5. COMPARISON OF AVERAGE CORRELATION COEFFICIENTS OF TWO NEIGHBORING 

PIXELS FROM THE ORIGINAL AND ENCRYPTED IMAGES 

Image Name Original BPE-XOR SBE-AES SBE-LBP PFE 
Pepper 0.9287 0.014825 0.03517 0.055918 -0.00153 
Lena 0.9599 -0.00303 0.055022 0.050406 0.004461 
Chess 0.9208 0.00216 0.026635 0.014548 0.001805 
Cameraman 0.9388 0.001571 0.095544 0.093596 0.003426 
Barbara 0.9208 -0.00307 0.024869 0.920733 0.00345 
Chess player 0.9530 0.000844 0.040877 0.024003 0.000572 
Brain 0.9860 -0.00063 0.205399 0.133599 0.000336 
Baby 0.9864 0.001938 0.115748 0.053715 -0.0004 
Average 0.9493 0.001826 0.074908 0.168315 0.001515 
 
 

Table 5.5 compares the average values of the correlation coefficients of two neighboring 

pixels in three directions in both the original images and the images encrypted by four 

different algorithms. The results of all the original images are close to one.  The fact that 

the correlation coefficients of the presented PFE algorithm’s encrypted images are close 

to zero proves that the PFE algorithm outperforms other encryption algorithms. This is 
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further confirmed by the average values of all the original images and of the images 

encrypted by each algorithm in the bottom row. This comparison further demonstrates 

that a strong relationship is presented between the neighboring pixels in the original 

image while a very weak correlation is present between the neighboring pixels in the 

images encrypted by the presented PFE algorithm. 

5.3.4.3   Key Sensitivity Test  

The security keys of the presented PFE algorithm are a combination of (1) DP for image 

decomposition, (2) security key for bit-plane shuffling, (3) EP  for bit-plane encryption, 

and (4) the pixel value array for data mapping. These security keys are extremely 

important for the presented PFE algorithm. Users have the flexibility to choose the same 

or different security keys for both the decomposition and the encryption process. The 

number of the Fibonacci p-code bit-planes in the image decomposition process depends 

on the length of the Fibonacci p-code, which differs based on changes in the value of DP .  

An ideal encryption algorithm should be sensitive to changes in the security key [58]. A 

small change in the security key should result in a completely different encrypted image 

and vice versa. To test the key sensitivity of the presented PFE algorithm, different 

security keys are used to reconstruct the original image. Figure 5.20 gives an example. 

The image of the Chess player shown in Figure 5.16(f) is encrypted by the presented PFE 

algorithm, selecting 3DP   for the decomposition process and 3EP   for the encryption 

process, while reversing the order of the bit-planes for bit-plane shuffling. The original 
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image is reconstructed using different DP  values for the decomposition process but 

keeping the security key EP  the same as it was in the encryption process. 

The results given in Figure 5.20 verify that the original image can be reconstructed only 

when the correct security keys are used. Otherwise, the reconstructed images are 

completely different to their originals, even if DP  for the image reconstruction is only 

slightly different than it is for the image encryption, as the examples in Figures 5.20(c) 

and 5.20 (d). This demonstrates that the presented PFE algorithm is highly sensitive to 

changes in the security keys.  
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Figure 5.20:  Image reconstruction using the same PE=3 for the encryption process but 
different PD for the decomposition process.  (a) Encrypted image, 3DP  ;  (b) 
Reconstructed image, 3DP  ;  (c) Reconstructed image , 5DP  ; (d) 

Reconstructed image , 0DP  . This demonstrates that the original image can be 
reconstructed completely only when the correct security keys are used. 

 

5.3.4.4   Security Key Space 

An M N image is used here as an example to calculate the presented PFE algorithm’s 

security key space. Assume that the security key DP  for the decomposition process has 

DK  possible choices. The number of the decomposed Fibonacci p-code bit-planes is Bn  

for a specific DP . Since any new or existing method can be used for the bit-plane 



www.manaraa.com

5.   DECOMPOSITIONS AND TRANFORMS FOR IMAGE ENCRYPTION 

237 
 

shuffling process, the maximum possible changes of bit-planes are !Bn  (the factorial of 

Bn ). Assume that the possible choices of EP  for each bit-plane are EK ( ! !EK M N ). The 

pixel value array for a specific image in the data mapping process is determined by the 

image decomposition and the bit-plane shuffling process. Therefore, the security key 

space for the presented PFE algorithm will be, 

    ! ! ! !B Bn n

D B E D BS K n K K n M N   (93) 

Table 5.6 gives examples of the key space based on the assumption of 10EK  , the 

specific DP  values ( 1DK  ) and a 64 64  grayscale image. This demonstrates that the 

security key space of the presented PFE algorithm is sufficiently large.   

TABLE 5.6. SECURITY KEY SPACES WITH DIFFERENT DP  VALUES 

DP  0 1 2 3 … 

Bn  8 12 15 19 … 

!Bn  8! 12! 15! 19! … 

EK  10 10 10 10 … 
S  4.03×1012 4.79×1020 1.31×1027 1.22×1036 … 

5.3.4.5   Brute Force Attacks 

In cryptanalysis, the brute force attack [172] is an attack model in which the attacker 

performs an exhaustive search for all the possibilities of the encryption algorithm’s 

security keys in order to guess what may be the correct security keys. Theoretically, this 

approach is feasible if the key space of the encryption algorithm is limited and the 

attacker knows the encryption algorithm. 
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Based on the results of Table 5.6, the security key space of the presented PFE algorithm 

is large enough even if a specific value is selected for DP  and only 10 possible choices 

are chosen for EP . As a result, it can be concluded that the presented PFE algorithm is 

able to withstand the brute force attack. 

5.3.4.6   Noise Attacks  

Communication and networking channels are generally subject to different types of noise. 

To test the robustness of the presented PFE algorithm against noise attacks, it can be 

compared to other existing bit-plane decomposition based encryption methods. The 

original image given in Figure 5.16(f) is encrypted using these encryption algorithms 

individually. The Salt & Pepper noise with a density of 0.05 is added to the encrypted 

images. The original image is then reconstructed from the noised encrypted images. The 

SSIM index is used to quantitatively evaluate the similarity between the reconstructed 

images and the original images. Figure 5.21 gives the results.  

As shown in Figures 5.21(b) and (c), the original image cannot be reconstructed for the 

SBE-AES and SBE-LBP algorithms. The presented PFE algorithm and the BPE-XOR are 

able to reconstruct the original images although the images do show the presence of 

noise, as can be seen in Figures 5.21(a) and (d). The SSIM result of the presented PFE 

algorithm is higher than that of the BPE-XOR. This demonstrates that when it comes to 

resisting the noise attacks, the presented PFE algorithm performs better than other 

methods. 
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(a) SSIM=0.4548 (b) SSIM=0.0204 (c) SSIM=0.0247 (d) SSIM=0.5068 

Figure 5.21:  Performance comparison of different algorithms when subject to noise 
attacks. (a)-(d) shows the noised images encrypted by different algorithms and 
their corresponding reconstructed images. The top row shows the encrypted 
images with 0.05 Salt & Pepper noise added. The bottom row shows the 
reconstructed images from the corresponding noised encrypted images. (a) 
BPE-XOR; (b) SBE-AES; (c) SBE-LBP; (d) the presented PFE algorithm. 

 

5.3.4.7   Data Loss Attacks  

Data loss attacks can be used to test the encryption algorithm’s ability to tolerate the risk 

of data loss in public media transmission channels.  

The Lena image in Figure 5.16(b) was encrypted by the presented PFE algorithm and 

other existing methods. Pixel data within a 20×20 window at the center of the encrypted 

images was removed by replacing them with zeros. The original image is then 

reconstructed from the encrypted images, which featured data loss. The SSIM index 

measure was then used to evaluate the reconstructed images. The results are given in 

Figure 5.22. 
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Figure 5.22:  Comparison of performance of different algorithms subject to data loss 
attacks. (a)-(d) shows the images encrypted by different algorithms with data 
loss and the corresponding reconstructed images. The top row shows the 
encrypted images with data removal within a 20×20 center window. The 
bottom row shows the reconstructed images. (a) BPE-XOR; (b) SBE-AES; (c) 
SBE-LBP; (d) The presented PFE algorithm. 

 
All the reconstructed images in the bottom row of Figure 5.22 contain the most 

information from the original image. These algorithms demonstrate a high performance 

level when it comes to resisting data loss attacks. Compared to other methods, however, 

the presented PFE algorithm preserves more visual information from the same data loss 

attack. The presented PFE algorithm’s reconstructed image is more visually pleasing than 

those of the other algorithms, even though its SSIM value is slightly lower than that of 

the BPE-XOR. This demonstrates that the presented PFE algorithm outperforms other 

methods when subject to data loss attacks. 

5.3.4.8   Plaintext Attacks 

The plaintext is the original information to be encrypted. The ciphertext is the plaintext 

encrypted by an encryption algorithm. Two types of plaintext attacks exist: the known-
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plaintext attack and the chosen-plaintext attack [172, 173]. In chosen-plaintext attacks, 

the attacker has the flexibility to choose any type of useful information as plaintext in 

order to deduce the encryption algorithm’s security keys or to reconstruct the original 

plaintexts from the unknown ciphertexts. If an encryption algorithm does not change the 

image data, it is highly possible that an attacker will be able to break the encrypted 

images, either partially or entirely, using plaintext attacks without knowing the 

encryption algorithm and its security keys.  

In the presented encryption algorithm, the image data has been changed in the following 

four steps: (1) shuffling the order of all bit-planes; (2) scrambling pixel positions in the 

encryption process if the EP  is different for each bit-plane; (3) combining all encrypted 

bit-planes back to the gray levels using binary numeral system; (4) mapping the 

encrypted image data back into the grayscale image data range (between 0 and 255) using 

a data mapping function in equation (91). Therefore, the presented PFE algorithm 

changes both the image pixel locations and the intensity values. It does, therefore, have 

the ability to withstand plaintext attacks.  
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55..44      SSeelleeccttiivvee  OObbjjeecctt  EEnnccrryyppttiioonn  UUssiinngg  TTrruunnccaatteedd  

FFiibboonnaaccccii  PP­­ccooddee  BBiitt­­ppllaannee  DDeeccoommppoossiittiioonn  

This section investigates the application of Fibonacci P-code bit-plane decomposition for 

selective object encryption.  

The Fibonacci p-code bit-plane decomposition has a large number of zero bit-planes as 

the p values increase. These zero bit-planes do not significantly enhance the security of 

the encryption algorithm but require higher computational costs. To avoid the redundancy 

of the Fibonacci p-code bit-plane decomposition, a new selective object encryption 

algorithm is introduced using the Truncated Fibonacci p-code bit-plane decomposition. 

Simulation results are given to show the performance of the new algorithm. 

55..44..11    TThhee  NNeeww  SSeelleeccttiivvee  OObbjjeecctt  EEnnccrryyppttiioonn  AAllggoorriitthhmm  

2D images such as grayscale images, biometric images and medical images contain 2D 

data matrices. To improve the speed of the encryption process while protecting private 

information, one solution is to encrypt just an important part or region of an image. In 

order to encrypt selected objects, this section introduces a new encryption algorithm 

called “ObjectEcrypt”. The selected object can be defined as an object in, a specific 

region of, or a selected part/region of an image or an entire image.  Figure 5.23 shows the 

ObjectEcrypt algorithm. It can be used in real-time applications such as wireless 

networks and mobile phone services. 
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Figure 5.23:  Block diagram of the ObjectEcrypt algorithm. 

 

The ObjectEcrypt algorithm first creates a boundary mask of the selected object using an 

edge detector or segmentation algorithm. In this section, Canny edge detector is used to 

generate the object boundary mask. The algorithm then uses this mask to separate the 

original image into the selected object and the image without the object. The selected 

object is then decomposed into several TFPC bit-planes based on the specified parameter 

p. The parameter p, which has a large number of possible choices, can act as one of the 

ObjectEcrypt algorithm’s security keys. An existing or new shuffling algorithm is used to 

shuffle the order of TFPC bit-planes. By combining all the shuffled bit-planes and scaling 

down all pixel values back to the range of gray levels, the encrypted object can then be 

obtained. Finally, in order to acquire the resulting encrypted image, the encrypted object 

is combined with the image from which the object was removed originally. 

Users also have the flexibility to choose any new or existing method for the bit-plane 

shuffling process, such as inverting the order of the bit-planes. This section chooses the 
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right-round shift to shuffle the order of TFPC bit-planes. To make the shifted TFPC of 

each image pixel satisfy the constraint in equation (90), p zero bit-planes are added in 

front of the most significant bit-plane before shifting all the TFPC bit-planes. Figure 5.24 

shows the shift algorithm. The shifting process moves all bit-planes one bit position to 

their right side, while the pth zero bit-plane is shifted to the position of the least 

significant bit-plane in the TFPC bit-planes. If the shifting times 1r  , the shifting 

process will move all bit-planes r  bit positions. 

 

Figure 5.24:  Block diagram of the shifting algorithm. 

 

The ObjectEcrypt algorithm’s security keys consist of the parameter p in the TFPC, the 

security keys in the shuffling algorithm and the information of the encrypted object, 

including the boundary mask and the data range before it was scaled down. In this 

section, the number of times to shift, parameter r, is the security key of the shifting 

algorithm. The shifting times r should be less than the sum of the parameter p and the 

number of TFPC bit-planes, i.e. r p n  . These must be provided to authorize users 

who wish to implement the decryption process. 

To reconstruct the original object/image in the decryption process, the encrypted object is 

extracted from the encrypted images using the object boundary mask. It is first scaled up 

to the original data range and decomposed to TFPC bit-planes. The order of these TFPC 
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bit-planes is changed back to the original order using the left-round shift. By converting 

the TFPC bit-planes back to gray levels, the reconstructed image can be obtained. 

3D images such as color images and 3D medical images contain several 2D data matrices 

called 2D components. By applying the ObjectEcrypt algorithm to its 2D components 

individually, the objects in 3D images can be encrypted.  

55..44..22      SSiimmuullaattiioonn  RReessuullttss  

The selected object can take the form of an entire image or an object from a specific 

region within the image. This section provides examples of both these cases in order to 

demonstrate the performance of the ObjectEcrypt algorithm when it comes to encrypting 

selected objects in 2D and 3D images. 

5.4.2.1   Object Encryption in 2D Images  

Figure 5.25 gives an example of grayscale image encryption using the ObjectEcrypt 

algorithm with security keys of 2, 5p r  . Figure 5.26 gives a medical image 

encryption example, 2, 4p r  . The objects in these two examples are defined as entire 

images. In both examples, the ObjectEcrypt algorithm has encrypted the original images 

fully. The encrypted images in Figures 5.25(b) and 5.26(b) are unrecognizable. 

The examples in Figures 5.25(c) and 5.26(c), which visually appear to be the same as 

their originals, verify that the original images can be completely reconstructed without 

distortion. Their corresponding histograms in Figures 5.25(f) and 5.26(f) also bear 

witness to this perfect reconstruction.  
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Figure 5.25:  Grayscale image encryption, 2, 5p r  . (a) Original grayscale image; (b) 
Encrypted image; (c) Reconstructed image; (d) Histogram of the original 
image; (e) Histogram of the encrypted image; (f) Histogram of the encrypted 
image. 
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Figure 5.26:  Medical image encryption, 2, 4p r  . (a) Original medical image; (b) 
Encrypted image; (c) Reconstructed image; (d) Histogram of the original 
image; (e) Histogram of the encrypted image; (f) Histogram of the encrypted 
image. 
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Figure 5.27:  Selected object encryption in a grayscale image, 1, 5p r  . (a) Original 
grayscale image; (b) Selected object; (c) Image without the selected object; (d) 
Encrypted image of the selected object; (e) Encrypted image; (f) Reconstructed 
object; (g) Reconstructed image; (h) Histogram of the difference between (a) 
and (g). 

 

To achieve the goal of privacy protection in real-time applications, it is not necessary to 

encrypt the entire image/video. Instead, selectively encrypting important objects/regions 

in the image/video is an effective scheme. These important objects/regions usually 

contain private information such as human faces, fingerprints or patient’s medical 

records, as well as text-based personal information. Figure 5.27 gives an example of the 

ObjectEcrypt algorithm for selected object encryption. Only the selected object has been 

fully protected. As a result, the computational cost of the encryption process is 

significantly less. This means that the ObjectEcrypt algorithm is well suitable for privacy 

protection in real-time applications. 

The example in Figure 5.27 shows that both the selected object and the original image are 

fully recovered. 
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5.4.2.2   Object Encryption in 3D Images 
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Figure 5.28:  Color image encryption, 1, 4p r  . (a) Original color image; (b) 
Encrypted image; (c) Reconstructed image; (d) Histogram of the original 
image; (e) Histogram of the encrypted image; (f) Histogram of the difference  
between (a) and (c). 
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Figure 5.29:  Selected object encryption in a color image, 3, 5p r  . (a) Original 
grayscale image; (b) Selected object; (c) Encrypted image of the selected 
object; (d) Encrypted image; (e) Reconstructed image; (f) Histogram of the 
difference between (a) and (f). 
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It is possible to encrypt the selected 3D objects by applying the ObjectEcrypt algorithm 

to their corresponding 2D components one by one. Figure 5.28 gives an example of the 

encryption of a color image defined as an object. Figure 5.29 shows the performance of 

the ObjectEcrypt algorithm for the selected 3D object encryption. The results prove that 

the ObjectEcrypt algorithm can protect private information while the original 

image/object remains completely recoverable.  

55..44..33      SSeeccuurriittyy  AAnnaallyyssiiss  

This section discusses security issues associated with the ObjectEcrypt algorithm such as 

security key space and plaintext attacks.  

5.4.3.1   Security Key Space  

The security key of the ObjectEcrypt algorithm is composed of the parameter p of the 

TFPC, the shifting times r of the shifting algorithm (given in this section) and the 

information of the encrypted object. The parameter p of the TFPC has a large number of 

selectable variations. The number of the TFPC bit-planes change as the value of p 

changes. Based on the discussion in Section 5.4.1, the shifting times r is less than the sum 

of the parameter p and the number of TFPC bit-planes ( r p n  ). Thus, the parameter r 

also has a large number of possible choices. Furthermore, the selected object changes as 

its regions and the different ways of generating its boundary mask change. All these 

ensure that the possible number of combinations of the security keys for the ObjectEcrypt 

algorithm is sufficiently large. As a result, the algorithm has an extremely large security 

key space, which means that it is able to resist brute force attacks. 
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5.4.3.2   Plaintext Attacks 

Users have the flexibility to define the object to be encrypted as an entire image, a 

specific part or region of an image or as an object in an image or in a selected region of 

an image. They are also allowed to select any desired edge detection method or 

segmentation algorithm to obtain the object boundary mask. Therefore, the selected 

object is unpredictable and user-dependent. To encrypt the selected object, the 

ObjectEcrypt algorithm changes all the pixel data in the selected object by shuffling the 

order of its TFPC bit-planes. The data of the encrypted object is not useful for the 

purpose of plaintext attacks. As a result, the selected object is protected by a high level of 

security. The ObjectEcrypt algorithm can withstand plaintext attacks.  
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55..55      TThhee  ((nn,,  kk,,  pp))­­GGrraayy  CCooddee  aanndd  iittss  DDeeccoommppoossiittiioonn  

ffoorr  IImmaaggee  EEnnccrryyppttiioonn  

Both existing bit-plane decomposition based encryption methods and the encryption 

algorithms based on Fibonacci p-code bit-plane decomposition work only on binary bit-

planes. This section introduces arbitrary based bit-planes for image encryption and 

investigates the applications of the (n, k, p)-Gray code in image encryption. 

Using the (n, k, p)-Gray code bit-plane decomposition, this section introduces a new 

image encryption algorithm. Simulation results and a comparison are then given to 

demonstrate the performance of the new image encryption algorithm.  

55..55..11      TThhee  NNeeww  IImmaaggee  EEnnccrryyppttiioonn  AAllggoorriitthhmm  

The basic idea of the new image encryption algorithm is to decompose images into the (n, 

k, p)-Gray code bit-planes, change the image pixel values of each bit-plane using the mod 

operation, shuffle the order of all (n, k, p)-Gray code bit-planes and pixel locations inside 

each bit-plane and combine all (n, k, p)-Gray code bit-planes to obtain the encrypted 

image. Figure 5.30 shows the new image encryption algorithm.  

The new algorithm contains four processes: image decomposition, data encryption, bit-

plane shuffling and pixel scrambling. First, it decomposes the original image with a size 

of M N  into several (n, k, p)-Gray code bit-planes using parameters, Dn  and Dp . Then, 
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it encrypts pixel data in each (n, k, p)-Gray code bit-plane using a mod operation defined 

by, 

 ( , ) ( ( , ) ( , )) mod DE i j I i j Y i j n   (94) 

where ( , )I i j and ( , )E i j are the pixel intensity values with location ( , )i j  in the original 

and encrypted (n, k, p)-Gray code bit-plane, respectively. Dn  is the base of the (n, k, p)-

Gray code in the image decomposition process. ( , )Y i j is the security key plane generated 

from the chaotic logistic map defined by, 

 
 

 
( , ) ( 1)

( ) ( 1) 1 ( 1)

Y i j x N i j

x m rx m x m

   


   
 (95) 

where 1 ,  1i M j N    , parameters in the chaotic logistic map  1 m MN  , 

00 1,  3.5699456 4x r    (as defined in [174]).  

 
 

Figure 5.30:  The image encryption algorithm using the (n, k, p)-Gray code bit-plane 
decomposition. 
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Thirdly, the order of all bit-planes is shuffled by means of a shuffling method. Fourthly, 

the locations of all pixels in each bit-plane are scrambled using an image scrambling 

algorithm. The final encrypted image is obtained by combining all the scrambled (n, k, 

p)-Gray code bit-planes. 

The security keys of the presented image encryption algorithm consist of the parameters 

in its four processes: (1) nD and pD for the image decomposition process; (2) 0x and r in 

the logistic map for the data encryption process; (3) parameters for the bit-plane shuffling 

process; (4) parameters for the pixel scrambling process. Users have the flexibility to 

choose different security keys for each bit-plane in the pixel scrambling process, 

achieving a higher level of security.  

To reconstruct the original image, authorized users should be provided with the correct 

combination of the security keys. The decryption process will first decompose the 

encrypted image into the (n, k, p)-Gray code bit-planes using Dn  and Dp , then 

unscramble pixels in each bit-plane, then revert the order of the bit-planes back into its 

original, then apply a mod operation to each bit-plane using the security key plane 

obtained from the logistic map with parameters 0x and r , and finally it will combine all 

the (n, k, p)-Gray code bit-planes to obtain the resulting reconstructed image. 

In the decomposition process, the decomposition results and the number of the (n, k, p)-

Gray code bit-planes are parameter-dependent and will change based on different 

parameters, Dn  and Dp . The attackers will thus have difficulty predicting the 

decomposed results. Furthermore, the decomposed results will directly affect the 
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performance of other processes in the running of the presented encryption algorithm. The 

original images will not be completely reconstructed if the user does not correctly 

decompose the encrypted image into their (n, k, p)-Gray code bit-planes, thereby 

achieving a higher level of security.   

The data encryption process is designed to change image data using a mod operation 

similar to the XOR operation in the binary number system. The advantage of the mod 

operation is that it works on the arbitrary base and is able to change pixel values in each 

bit-plane without changing pixel data range. Furthermore, the security key plane is 

parameter dependent and changes as the parameters change in chaotic logistic map, 0x  

and r . 

By rearranging the order of the (n, k, p)-Gray code bit-planes, the bit-plane shuffling 

process is set to change the image pixel values. The pixel scrambling process is used to 

change the pixel locations in each (n, k, p)-Gray code bit-plane. Users have the flexibility 

to select any method (1) to shuffle the order of the bit-planes; (2) to change the pixel 

locations.  

55..55..22      SSiimmuullaattiioonn  RReessuullttss  aanndd  AAnnaallyyssiiss  

Since the presented image encryption algorithm offers users the flexibility to choose any 

existing or new method for shuffling the order of all the (n, k, p)-Gray code bit-planes 

and for scrambling pixel locations in each bit-plane, this section studies two different 

cases. Case #1 will demonstrate the use of the new (n, k, p)-Gray code Transforms for the 

bit-plane shuffling process and for performing pixel scrambling. Case #2 has been 
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selected to demonstrate an existing approach to the shuffling and pixel scrambling 

processes.  This should reveal how the presented encryption algorithm is adaptable to a 

variety of approaches. Note, 0 0.32x  and 3.65r   are used for the chaotic logistic map 

in all simulations in this section. 

Case #1:  

 For the bit-plane shuffling process, the order of all the (n, k, p)-Gray code bit-

planes is reversed and then shuffled using the (n, k, p)-Gray code Transform 

provided in definition 4.5 in Chapter 4. The parameters of the (n, k, p)-Gray code 

Transform are called Sn  and Sp .  

 The 2D P-recursive Transform from definition 4.9 in Chapter 4 with the recursive 

sequence selected to (n, k, p)-Gray code is used to scramble pixels in each bit-

plane. Its parameters are called Dn and Dp .  

For simplicity, the same base n and parameter p values are selected for image 

decomposition and for the bit-plane shuffling processes as well as for each bit-plane in 

the pixel scrambling process in the simulations, i.e. D S En n n  , D S Ep p p  .  

Figure 5.31 gives an example of image encryption based on Case #1 with security keys: 

3D S En n n   , 6D S Ep p p    for image decomposition, for the bit-plane shuffling 

process and for all the (n, k, p)-Gray code bit-planes in the pixel scrambling process. The 

original image is fully encrypted (as shown in Figure 5.31(b)) and completely 

reconstructed (as shown in Figure 5.31(c)). The recovered image is visually the same as 
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the original. The histogram of the difference between the reconstructed image and the 

original image in Figure 5.31(c) verifies this perfect reconstruction, since the difference 

between them is zero. 
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Figure 5.31:  Case #1 Image encryption using the (n, k, p)-Gray code. (a) The original 
image and its histogram; (b) The encrypted image and its histogram, n=3, k=6, 
p=6; (c) The reconstructed image and the histogram of the difference between 
the reconstructed image and the original image.  

 

Figure 5.32 shows several encrypted results using Case #1 with different base n and 

parameter p values. The original grayscale image (Figure 5.32(a)) is encrypted by the 

binary-reflected Gray code (Figure 5.32(b)) and the traditional ternary Gray code (Figure 

5.32(c)), both of which are examples of the traditional (n, k)-Gray code. Figure 5.32(d) 

shows the encrypted result obtained by the new (n, k, p)-Gray code. As can be seen, the 

encrypted images are completely unrecognizable when compared to the original image. 

Visually, they look like noise images and their histograms are close to a uniform 

distribution. This ensures that unauthorized users have difficulty to decrypt the encrypted 

images. The encrypted images change with different base n and parameter p values, a fact 
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that can be verified by their corresponding histograms. These encryption results and their 

histograms demonstrate that good encryption results can be obtained when the base n and 

p values change. The new (n, k, p)-Gray code demonstrates a superior performance when 

it comes to image encryption compared to other traditional Gray codes.  
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Figure 5.32:  Case #1 Image encryption using different types of Gray codes. (a) is the 
original image and its histogram; (b)-(f) are the encrypted images and their 
corresponding histograms; (b) Binary-reflected Gray code ,n=2, k=8, p=0; (c) 
Ternary Gray code n=3, k=6, p=0; (d) Presented (n, k, p)-Gray code n=2, k=4, 
p=7. 

 

In the presented encryption algorithm for Case #1, the base n and parameter p of the (n, k, 

p)-Gray code act as security keys for image decomposition, bit-plane shuffling and pixel 

scrambling processes. The combinations of these security keys are extremely important 

for authorized users who wish to recover the original images. An example of image 

reconstruction is given in Figure 5.33. The original image can be completely 

reconstructed, as shown in Figure 5.33(b), only when the correct combination of the 

security keys is utilized. This prefect reconstruction can be verified by the histogram of 
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the difference between the original image and the reconstructed image shown in Figure 

5.33(b). If the incorrect security keys are used, the reconstructed images are 

unrecognizable, as seen in Figure 5.33(c)-(d). 
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Figure 5.33:  Case #1 Image reconstruction using different parameter p values. (a) 
encrypted image and its  histogram, n=2, k=8, p=2; (b) reconstructed image 
and the histogram of deference between the reconstructed image and the 
original image, n=2, k=8, p=2; (c) reconstructed image and its histogram, n=2, 
k=8, p=1; (d) reconstructed image and its histogram, n=2, k=8, p=4.   

 

The reconstructed results in Figure 5.33(c)-(d) may also lend themselves to an alternative 

direction for image encryption, namely, using one set of security keys to encrypt the 

original image and a different set of security keys to reconstruct the image so that the 

final encrypted image can be obtained. In this manner, the histogram of the encrypted 

image will be much closer to a uniform distribution. However, this method may incur 

unwanted computational costs since it will undoubtedly require more processes for image 

encryption and decryption than the algorithm being presented here. 
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Case #2:  

 For bit-plane shuffling process, the order of all the (n, k, p)-Gray code bit-planes 

is reversed.  

 The 2D cat map [56] is used to scramble the pixel locations in each (n, k, p)-Gray 

code bit-plane in the pixel scrambling process. 
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Figure 5.34:  Case #2 Image encryption utilizing the (n, k, p)-Gray code. (a) The original 
image and its histogram; (b) The encrypted image and its histogram, n=3, k=6, 
p=6; (c) the reconstructed image and the histogram of the difference between 
the reconstructed image and the original image.  

 

Figure 5.34 gives an encryption example of Case #2. The original image and the 

parameters for the image decomposition are the same as the example in Figure 5.31. The 

original image is fully encrypted and completely reconstructed. The encrypted image is 

visually similar to the noise image, while its histogram distribution is close to uniform – 

another advantage of the presented algorithm being presented here. 
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Figure 5.35:  Comparison of image encryption using Case #1 and Case #2. (a) is the 
original image and its histogram; (e) is the reconstructed image and the 
histogram of the difference between the images in (a) and (e); (b)-(d) are the 
encrypted images using Case #1 and their corresponding histograms; (f)-(h) are 
the encrypted images using Case #2 and their corresponding histograms; (b) 
Binary Gray code, n=2, k=8, p=0; (c) Ternary Gray code, n=3, k=6, p=0; (d) 
the (n, k, p)-Gray code, n=2, k=8, p=1; (f)Binary Gray code, n=2, k=8, p=0; (f) 
Ternary Gray code, n=3, k=6, p=0; (g) the (n, k, p)-Gray code, n=3, k=6, p=1. 

 

Figure 5.35 gives several images encrypted by Case #1 and Case #2 and their 

corresponding histograms. All the encrypted images are visually similar to noise images. 

Their corresponding histograms have an almost uniform distribution. There is no 
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significant difference between Case #1 and Case #2 when it comes to image encryption. 

This comparison demonstrates that the presented encryption algorithm performs 

excellently for image encryption and that the new (n, k, p)-Gray code outperforms other 

traditional Gray codes, as can be seen in the histogram distribution. 

55..55..33      EExxeeccuuttiioonn  PPeerrffoorrmmaannccee  CCoommppaarriissoonn  

Efficiency is an important characteristic when it comes to evaluating the suitability of the 

encryption algorithm for real-time applications. The less time the encryption process 

takes, the more efficiently the algorithm can be said to encrypt images.  

To demonstrate the performance quality of the presented algorithm, its execution time for 

image encryption can be compared with that of several existing bit-plane decomposition 

based encryption algorithms, such as the bit-plane encryption algorithm using exclusive-

OR operations (BPE-XOR) [71], the selective bit-plane encryption algorithm using the 

AES algorithm (SBE-AES) [72] and the selective bit-plane encryption algorithm using 

the least significant bit-plane of images (SBE-LBP) [73]. This comparison is performed 

in Matlab on a computer running the Windows XP operating system with 4GB memory 

and an Intel Core2 Quad CPU Q6700. 

Note that all execution times are based on the assumption of the worst case of all bit-

planes being encrypted individually and separately. Of course, users have the flexibility 

to selectively encrypt any number of bit-planes to save execution time. However, the 

fewer the number of bit-planes to be encrypted, the lower the security level achieved. 
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A 512×512 grayscale Lena image is cropped into different images of varying sizes from 

64×64 to 512×512. These images are encrypted by the presented algorithm, the BPE-

XOR, the SBE-AES and the SBE-LBP algorithms, respectively. Case #1 for the 

presented algorithm is used for this comparison. The encryption time is measured and 

plotted in Figure 5.36. In this example, the security keys of the presented algorithm are 

2D S En n n   , 2D S Ep p p   . Security keys for the BPE-XOR algorithm are the 

initial register value of 20 and the shifting times are initialized to five for the Linear 

Feedback Shift Registers. For the SBE-AES and SBE-LBP algorithms, a 128-bit security 

key and the two most significant bit-planes are selected for encryption.    
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Figure 5.36:  Comparison of image encryption using different algorithms. 

 
The results in Figure 5.36 demonstrate that the presented algorithm possesses a superior 

encryption speed in the MATLAB implementation than the SBE-AES and SBE-LBP 

algorithms. Although the BPE-XOR algorithm does have the fastest encryption speed in 
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the Matlab implementation, its security level is extremely low since the algorithm uses 

only the XOR operation for encryption, which is easy to detect and break.  

To ensure the suitability of the presented encryption algorithm for real-time applications 

such as wireless communications and networking, the presented algorithm’s speed of the 

image encryption/decryption requires further improvement. This can be accomplished by: 

(1) using parallel circuits or other hardware technologies to efficiently generate the (n, k, 

p)-Gray code; (2) selectively encrypting several of the most significant bit-planes in the 

encryption process. 

55..55..44      SSeeccuurriittyy  AAnnaallyyssiiss  aanndd  CCoommppaarriissoonn  

Image encryption algorithms have been developed to ensure the security of images and 

videos. However, protected images are easily broken by unauthorized users if the security 

of an encryption algorithm is not carefully taken into account. Therefore, security is 

important for both the protected objects and for the encryption algorithm itself. This 

section discusses security issues associated with the presented encryption algorithm. 

The presented encryption algorithm uses four techniques to improve the security level of 

the bit-plane decomposition based image encryption algorithms: 

1) It introduces the (n, k, p)-Gray code bit-plane decomposition in place of traditional 

binary bit-plane decomposition. Its decomposition results and the number of 

decomposed bit-planes change in concert with changes in the values of the base n and 

parameter p. The attacker will thus have difficulty predicting the decomposed results. 

Furthermore, the correctly decomposed results are extremely important for authorized 
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users to be able to reconstruct images, since they directly affect the success of data 

encryption, bit-plane shuffling and pixel scrambling processes. 

2) In a similar manner to the binary XOR operation, the mod operation in the data 

encryption process works on the arbitrary base. It can keep the data range while 

changing pixel values. 

3) The goal of the bit-plane shuffling is to change image pixel values by changing the 

order of the (n, k, p)-Gray code bit-planes. Bit-plane shuffling is a parameter-

dependent process conducive to image encryption. It further increases the attacker’s 

difficulty of decoding the images encrypted by the presented algorithm. 

4) The pixel scrambling process is designed to scramble the pixel locations in each bit-

plane. This process changes both the image pixel values and the image pixel 

locations. It enhances the presented algorithm’s immunity to plaintext attacks. 

 
TABLE 5.7. COMPARISON OF BIT-PLANE DECOMPOSITION BASED IMAGE ENCRYPTION 

ALGORITHMS 

 BPE-XOR SBE-AES SBE-LBP New Algorithm 
Decomposition 
process 

fixed fixed fixed 
Parameter-
dependent 

Data encryption XOR operation XOR operation XOR operation Mod operation 

Shuffling process NO NO NO 
Parameter-
dependent 

Pixel scrambling NO NO NO 
Parameter-
dependent 

Change image 
data 

YES YES YES YES 

Change image 
pixel locations 

NO NO NO YES 
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Table 5.7 compares the presented new encryption algorithm to several existing bit-plane 

decomposition based encryption methods, i.e. the BPE-XOR, SBE-AES and the SBE-

LBP algorithms. In terms of security and from a cryptographic point of view, the new 

algorithm possesses more advantages than existing methods. As a result, the presented 

algorithm presents greater opportunities for improving the level of security protection 

compared to existing bit-plane decomposition based image encryption methods.  

55..55..55      SSeeccuurriittyy  KKeeyy  SSppaaccee  

For an encryption algorithm, the larger the key space is, the more possible combinations 

the security keys have. As a result, unauthorized users will have more difficulty obtaining 

the correct combination of security keys by means of an exhaustive search of all possible 

cases in the security key space and thus decoding the encrypted images.  

The presented algorithm consists of four processes: image decomposition, data 

encryption, bit-plane shuffling and pixel scrambling. To demonstrate how the key space 

of the presented encryption algorithm is calculated, an M×N grayscale image with gray 

levels between 0 and 255 is used as an example.  

 The input image is decomposed into B ( log 255
DnB     ) bit-planes in the image 

decomposition process. The possible choices of the security keys, Dn and Dp , in this 

process are 1 (255 1) 254
D Dn pK K K B B    . 

 In the data encryption process, the security key plane is generated from the logistic 

map specified by two parameters, the initial value 0x  and weight coefficient r . 
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Those two parameters act as the security keys for the data encryption process. 

Theoretically, the number of their possible choices is unlimited because 0x  and r  

can be any real number within their limitation ranges: 00 1x   and 

3.5699456 4r  . On the other hand, they may have a limited number of 

combinations since the output of the logistic map may have the same or similar 

results as some combinations of 0x  and r . Assume their possible choices are xK  and 

rK , respectively. Thus, the possible choices of the security keys in the data 

encryption process are 2 x rK K K .  

 Any existing or new data shuffling algorithm can be used for the bit-plane shuffling 

process. Thus, the possible changes of the order of the bit-planes are 3 !K B . 

 Any existing or new image scrambling algorithm can be used for scrambling pixel 

positions in each bit-plane in the pixel scrambling process. Therefore, the possible 

changes in this process are 4 ( ! !)BK M N  

Thus, if all the (n, k, p)-Gray code bit-planes are encrypted individually, the key space of 

the presented encryption algorithm is defined by 

  1 2 3 4 254 ! ! !
B

x rS K K K K BK K B M N   (96) 

Table 5.8 gives some examples of the key space for a 12×12 grayscale image with 

different base n for four processes. Since Dn  is specified in Table 5.8, 1
DnK  . Assume 

that the possible choices of the parameters of the logistic map, 0x and r , in the data 
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encryption process are 10 respectively, i.e. 10x rK K  . The examples of the key space 

in Table 5.8 show that the key space of the presented encryption algorithm is sufficiently 

large. 

TABLE 5.8. EXAMPLES OF THE KEY SPACE OF THE PRESENTED ALGORITHM WITH DIFFERENT 

SECURITY KEYS 

nD # of bit-planes Image size Key Space 
2 8 12×12 2.4774×10146 
3 6 12×12 6.3027×10109 
4 4 12×12 2.6605×1073 
5 4 12×12 2.6605×1073 

Note: Assume 10x rK K  for the results in this table. 

55..55..66      PPllaaiinntteexxtt  AAttttaacckkss  

The plaintext is the original information to be encrypted. The ciphertext is the plaintext 

encrypted by an encryption algorithm [172, 173]. There are two types of plaintext 

attacks: the known-plaintext attack and the chosen-plaintext attack.  

In the known-plaintext attack, the attacker tries to obtain the security keys of the 

encryption algorithm by studying a number of plaintexts and their corresponding 

ciphertexts. In the chosen-plaintext attack, on the other hand, the attacker can choose a 

number of plaintexts and obtain their corresponding ciphertexts. According to 

cryptanalysis, the chosen-plaintext attack is a more advanced form of attack because the 

attacker can select any useful information as plaintext to deduce the encryption 

algorithm’s security keys; either that, or the attacker can reconstruct the original 

plaintexts from the unknown ciphertexts. Generally speaking, if an encryption algorithm 

can overcome the chosen-plaintext attack, it can also withstand other types of attacks 

such as ciphertext-only attacks and known-plaintext attacks.  
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For the presented encryption algorithm, data encryption, bit-plane shuffling and pixel 

scrambling are all important processes. Using mod operation, the data encryption directly 

changes pixel values individually within each (n, k, p)-Gray code bit-plane. The bit-plane 

shuffling changes the bit positions of image pixels in the vertical direction. The pixel 

scrambling changes pixel positions in the horizontal direction. These processes are 

parameter-dependent and change the image pixel values based on the different security 

keys. As a result, unauthorized users will have difficulty breaking the encrypted images 

via plaintext attacks.  

To test the performance of the presented algorithm for the plaintext attack, an M N  

matrix defined in the following equation as a plaintext matrix, is designed to attack it. 

 ( , ) ( 1)*T i j j i M    (97) 

where i and j  are integers,1 ,1i M j N     

The values of all elements in the plaintext matrix differ from each other. Using the 

plaintext and searching the pixel values (if the pixel values are not changed after 

encryption process), the changing positions of all image pixels can be located. This can 

be used to break the permutation-only based image encryption algorithms. 

The data encryption, bit-plane shuffling and pixel scrambling processes in the presented 

encryption algorithm are able to change both the image pixel values and the image pixel 

locations. The encrypted results do not yield data that can be utilized in this plaintext 

attack. Figure 5.37 gives a visual example of this chosen-plaintext attack. The plaintext 

image (Figure 5.37(b)) is a 2D matrix defined in equation (97) and its corresponding 
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ciphertext (given in Figure 5.37(e)) is obtained by the presented encryption algorithm. 

Figure 5.37(c) shows the reconstructed image using the chosen-plaintext attack. It is 

completely different from the original image (Figure 5.37(a)). The histogram (Figure 

5.37(f)) of the difference between the original image and the reconstructed image also 

verifies that this chosen-plaintext attack cannot break the encrypted images. 
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Figure 5.37:  Chosen-plaintext attack for the presented encryption algorithm.  (a) The 
original image; (b) The plaintext; (c) The reconstructed image using the 
chosen-plaintext attack; (d) The encrypted image with 

2,D S En n n   1D S Ep p p   ; (e) The ciphertext; (f) Histogram of the 
difference between (c) and (a). 
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55..66      IImmaaggee  EEnnccrryyppttiioonn  UUssiinngg  tthhee  DDiissccrreettee  

PPaarraammeettrriicc  CCoossiinnee  TTrraannssffoorrmm  

In the image encryption process, the original images can only be completely 

reconstructed when the correct security keys are utilized, such as security key K1 shown 

in Figure 5.38. Otherwise, reconstructed images will appear unrecognizable. For 

example, if the security key K2 in Figure 5.38 is used for the decryption process. 

Simulation examples can be found in Figures 5.20 and 5.33. This offers image encryption 

a possible new direction that uses one set of security keys (K1 in Figure 5.38) to encrypt 

the original image and a different set of security keys (K2 in Figure 5.38) to reconstruct 

the image in order to obtain the final encrypted image  ( the wrong image in Figure 5.38).  

 

Figure 5.38:  Block diagram of image encryption. 

 

Based on the above concept, this section now introduces a new image encryption 

algorithm using the Discrete Parametric Cosine Transform (DPCT). 
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55..66..11      DDiissccrreettee  PPaarraammeettrriicc  CCoossiinnee  TTrraannssffoorrmm  

This section first reviews the Discrete Parametric Cosine Transform (DPCT) and its 

properties. By extending the concept of the DPCT, the 2D Discrete Parametric Cosine 

Transform (2D DPCT) is then introduced. 

5.6.1.1   DPCT 

Let the sequence 0 1 1( , ,..., )Nx x x   be mapped to 0 1 1( , ,..., )NX X x   by the following 

transformation [175]. 

   
1

, 0 1 2
0

cos
N

k n k n
n

X x n k
M

   




     
  (98) 

where 0 , 1n k N   and coefficients 0 1 2 ,( , , , , , )n kN M     are parameters. This 

transformation is called the Discrete Parametric Cosine Transform (DPCT).  

Based on the definition in equation (98), the DPCT changes as the parameters 

0 1 2 ,( , , , , , )n kN M     change. For example, 

1) If 0 1 2 ,, 1, 0, n k n kM N           and 1 2 0

1 0 1
p

p

p N


  
  

, then DPCT 

becomes the DCT-I,  

 
1

1

2 1
cos

2

N

k n k n
n

k
X x n

N N

 




       
  (99) 

2) If 1
0 1 22, 1, , 0M N        and 

1

,
2

0

0 1

N

n k
N

k

k N


 
  

, the DPCT is the DCT-II, 

i.e. 
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1

,
1

1
cos

2

N

k n k n
n

k
X x n

N






       
  (100) 

3)  If 1
0 1 2 2, 1, 0,M N        and 2

, Nn k  , the DPCT is the DCT-III, namely, 

 
1

0

2 1
cos

2

N

k n
n

n
X x k

N N





       
  (101) 

4) If 1 1
0 1 22 2, 1, ,M N        and 2

,n k N  , the DPCT changes to the DCT-IV, i.e. 

 
1

1

2 1 1
cos

2 2

N

k n
n

X x n k
N N





           
  (102) 

5.6.1.2   2D DPCT 

Based on the 2D DCT, the DPCT can be extended to the 2D DPCT which is defined by, 

     
1 2

1 2 1 1 2 2 1 2

1 2

1 1

, , , , 10 1 11 1 12 20 2 21 2 22
0 0 1 2

cos cos
N N

k k n k n k n n
n n

X x n k n k
M M

        
 

 

   
        

   
   (103) 

From the definition in equation (103), there are 12 parameters in the 2D DPCT, i.e. 

1 1 2 21 1 , 10 11 12 2 2 , 20 21 22( , , , , , , , , , , , )n k n kP N M N M        . The 2D DPCT will be different 

when these parameters change. For example, the 2D DCT is a special case of the 2D 

DPCT. If 1 1 2 2 10 20, 1,M N M N N        and 1
11 21 12 222 , 0       ,

1 1 1,n k k  , 

2 2 2,n k k  , the 2D DPCT becomes the 2D DCT, 

 
1 2 1 2 1 2

1 2

1 1
1 2

, , 1 2
0 0

1 1
cos cos

2 2

N N

k k k k n n
n n

k k
X x n n

N N
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 

 

                    
  (104) 
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where 

 
1

2

0

0 1

N

k
N

k

k N


 
  

 

The 2D DPCT is a complex cosine transform that requires 12 parameters, making it 

challenging to design for real world applications. However, these parameters make the 

2D DPCT more powerful and provide robust characteristics. The 2D DPCT also offers 

users design flexibility when it comes to achieving the design requirements of real world 

applications.   

In a similar manner to the inverse 2D DCT, the inverse 2D DPCT can be given by, 

     
1 2

1 2 1 1 2 2 1 2

1 2

1 1

, , , , 10 1 11 1 12 20 2 21 2 22
0 0 1 2

cos cos
N N

n n n k n k k k
k k

x X n k n k
M M

        
 

 

   
       

   
   (105) 

55..66..22      TThhee  NNeeww  IImmaaggee  EEnnccrryyppttiioonn  AAllggoorriitthhmm  

This section introduces a new image encryption algorithm using the presented 2D DPCT. 

The presented algorithm transforms the original images into the frequency domain using 

the presented 2D DPCT with 
1 1 2 21 1 , 10 11 12 2 2 , 20 21 22( , , , , , , , , , , , )n k n kP N M N M        . In 

order to convert the images back into the spatial domain and obtain the encrypted images, 

it uses an inverse 2D DPCT with different parameters 

1 1 2 2

' ' ' ' ' ' ' ' ' '
1 1 , 10 11 12 2 2 ,( , , , , , , , , ,n k n kP N M N M       ' ' '

20 21 22, , )   . Figure 5.39 shows the encryption 

algorithm.  
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Figure 5.39:  Block diagram of the image encryption algorithm 
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Figure 5.40:  Block diagram of the image decryption algorithm 

The presented encryption algorithm is a simple and straightforward process. The inverse 

process of recovering the original images (the image decryption algorithm) is depicted in 

Figure 5.40. The algorithm converts the encrypted image into the frequency domain using 

the 2D DPCT with parameters 
1 1 2 2

' ' ' ' ' ' ' ' ' ' ' ' '
1 1 , 10 11 12 2 2 , 20 21 22( , , , , , , , , , , , )n k n kP N M N M        . The 

original image is reconstructed using the 2D inverse DPCT with 
1 11 1 , 10 11( , , , , ,n kP N M      

2 212 2 2 , 20 21 22, , , , , , )n kN M      to transfer the image back into the spatial domain.  

The presented algorithm can also be used to encrypt other types of images such as 2D and 

3D medical images and color images. Color images or 3D medical images usually 

contain several 2D components. For example, color images have three color planes and 

3D medical images consist of a number of slice images. The presented algorithm can 

encrypt all the 2D components individually and then combine the encrypted results to 

obtain the encrypted 3D medical images or color images.  
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55..66..33      EExxppeerriimmeennttaall  RReessuullttss  

In order to demonstrate the presented encryption algorithm’s performance, this section 

provides several encryption results for grayscale, medical and color images. In all the 

examples in this section, the 2D DPCT and inverse 2D DPCT are specified as different 

types of the traditional 2D DCT, as described in Section 5.6.1.1. This takes advantage of 

the fact that these types of DCTs have inverse transforms that are easy to generate and 

implement.  
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Figure 5.41:  Grayscale image encryption using the same type of DPCT transforms with 
different window sizes. (a) Original image; (b) Histogram of the difference 
between the reconstructed image and the original image; (c) Reconstructed 
image; (d) the DPCT result of the original image; (e) Encrypted image; (f) The 
reconstructed DPCT result.  

 
Figure 5.41 gives an example of the grayscale image encryption. The original image is 

converted into the frequency domain by specifying the 2D DPCT as the 2D DCT-II with 

a window size of 3×3. The DCT result of the original image is given in Figure 5.41(d). 

The encrypted image (Figure 5.41(e)) is obtained by transforming the DCT result in 
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Figure 5.41(d) back into the spatial domain using the inverse 2D DCT-II with a window 

size of 7×7. It is completely unlike the original image. 

 
(a) (b) (c) 

0 50 100 150 200 250
0

500

1000

1500

2000

2500

3000

-600 -400 -200 0 200 400 600
0

500

1000

1500

2000

2500

3000

0 50 100 150 200 250
0

500

1000

1500

2000

2500

3000

 
(d) (e) (f) 

 

Figure 5.42:  Grayscale image encryption using different types of DPCT transforms with 
different window sizes. (a) Original image; (b) Encrypted image; (c) 
Reconstructed image; (d) Histogram of the original image; (e) Histogram of 
the encrypted image; (f) Histogram of the reconstructed image. 

 

To reconstruct the original image, the encrypted image is applied to the 2D DCT-II with a 

window size of 7×7. The result is given in Figure 5.41(f). The reconstructed image 

(Figure 5.41(c)) is obtained using an inverse 2D DCT-II with a window size of 3×3. It is 

visually the same as the original image in Figure 5.41(a). However, the reconstructed 

image is slightly different compared to the original image based on the histogram (Figure 

5.41(b)) of the difference between the reconstructed image and the original image. This is 

because the 2D DCT-II converts image data into the floating format while the original 

images are integer, for example, the pixel values of a grayscale image are integer gray 

levels from 0 to 255.  
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Figure 5.42 shows another example of grayscale image encryption using different types 

of DPCTs and window sizes. The original image in Figure 5.42(a) is encrypted by a 2D 

DCT-III with a window size of 3×3 and an inverse 2D DCT-IV with a window size of 

5×5. The reconstructed image and its histogram look identical to the original image. 

Figure 5.43 gives an example of medical image encryption. In this case, the encryption 

process uses the same type of the DPCT but a different window size. 2D DCT-II with a 

window size of 3×3 and inverse 2D DCT-II with a window size of 10×10 were chosen 

for this example.  
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Figure 5.43:  Medical image encryption using the same type of DPCT transforms with 
different window sizes. (a) Original image; (b) Encrypted image; (c) 
Reconstructed image; (d) Histogram of the original image; (e) Histogram of 
the encrypted image; (f) Histogram of the difference between the reconstructed 
and original images. 

 
Figure 5.44 gives another example of the medical image encrypted by different types of 

the DPCT and different window sizes. The encryption process uses the 2D DCT-II with a 

window size of 7×7 and the inverse 2D DCT-IV with a window size of 5×5. 
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All these examples of 2D image encryption demonstrate that the image encryption 

process results in images that are completely different to the original images and that the 

original images are fully encrypted. 
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Figure 5.44:  Medical image encryption using different types of DPCT transforms with 
different window sizes. (a) Original image; (b) Encrypted image; (c) 
Reconstructed image; (d) Histogram of the original image; (e) Histogram of 
the encrypted image; (f) Histogram of the difference between the reconstructed 
image and the original image. 

 
Figure 5.45 gives an example of color image encryption. All its 2D components are 

encrypted using the same parameters. The encryption process uses the 2D DCT-II with a 

window size of 4×4 and then the inverse 2D DCT-II with a window size of 11×11. This 

demonstrates that the original image can be partially encrypted by selecting the 

appropriate combination of security keys. Users can use different parameters for each 2D 

component to obtain the full encryption results. The reconstructed color image is slightly 

different to the original one which is verified by the difference histogram given in Figure 

5.45(f).  
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Figure 5.45:  Color image encryption using the same parameters for each color planes. (a) 
Original image; (b) Encrypted image; (c) Reconstructed image; (d) Histogram 
of the original image; (e) Histogram of the encrypted image; (f) Histogram of 
the difference between the reconstructed image and the original images. 

55..66..44      SSeeccuurriittyy  AAnnaallyyssiiss  

This section discusses the security issues of the presented algorithm such as the security 

key space and the risk of attacks. 

5.6.4.1   Security Key Space 

The security keys of the presented algorithm consist of the parameters 1 1( , ,P N M  

1 1 2 2, 10 11 12 2 2 , 20 21 22, , , , , , , , , )n k n kN M        for the 2D DPCT and 
1 1

' ' ' ' '
1 1 , 10( , , , ,n kP N M     

2 2

' ' ' ' ' ' ' '
11 12 2 2 , 20 21 22, , , , , , , )n kN M       for the inverse 2D DPCT. This results in 24 security 

keys existing for the presented algorithm. Theoretically, each parameter has an unlimited 

number of possible values. However, each 2D DPCT should have an inverse matrix in 

order to reconstruct the original images in the decryption process. This means that the 2D 
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DPCT has to be an invertible/nonsingular square matrix, namely, 1 1 2 2N M N M    

and ' ' ' '
1 1 2 2N M N M   . After applying these conditions, 16 security keys remain. These 

security keys are extremely important for the presented algorithm. The results in Figure 

5.46 show that the original image can only be reconstructed if the correct security keys 

are used. 
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Figure 5.46:  Image reconstruction using different security keys. (a) Original image; (b) 
Reconstructed image, 2D DCT-II with 5×5 and inverse 2D DCT-II with 8×8; 
(c) Reconstructed image, 2D DCT-II with 8×8 and inverse 2D DCT-II with 
8×8;  (d) Reconstructed image, 2D DCT-III with 8×8 and inverse 2D DCT-III 
with 5×5; (e) Encrypted image, 2D DCT-II with 8×8 and inverse 2D DCT-II 
with 5×5; (f) Histogram of the difference between (a) and (b); (g) Histogram of 
the difference between (a) and (c); (h) Histogram of the difference between (a) 
and (d). 

 
A very large number of possible value choices exist for each parameter. Thus, the 

security key space of the presented algorithm is quite large. The algorithm can withstand 

the brute force attack in which attackers attempt to guess the algorithm’s security keys by 

exclusively searching its key space. 
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5.6.4.2   Plaintext Attacks 

The presented algorithm changes the image data during the entire encryption process by 

applying the 2D DPCT and the inverse 2D DPCT to the images. All histograms of the 

encrypted images in Section 5.6.3 show that the pixel values of the encrypted image are 

completely different from the original images. Thus, the data of the encrypted images are 

not useful for the plaintext attacks. This ensures that the presented algorithm is able to 

withstand plaintext attacks. 
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55..77      SSuummmmaarryy  aanndd  DDiissccuussssiioonn  

This chapter has introduced two new image bit-plane decomposition methods. The 

truncated Fibonacci p-code bit-plane decomposition was introduced to reduce the 

redundancy of the Fibonacci p-code bit-plane decomposition. The (n, k, p)-Gray code bit-

plane decomposition was introduced due to its ability to decompose images into arbitrary 

base bit-planes. The number of decomposed bit-planes and the content of each bit-plane 

are parameter-dependent. Both of these advantages are useful for image encryption. 

To enhance the security level of the existing bit-plane decomposition based encryption 

methods, three new image encryption algorithms have been introduced combining the 

image bit-plane decomposition methods and the recursive sequence transforms presented 

in Chapter 4. The new encryption method based on the truncated Fibonacci p-code bit-

plane decomposition was used successfully to encrypt the selected object, which was 

either a full image, part of an image, or a selected object in an image or a specific region 

in an image. 

In addition, another new image encryption algorithm has been introduced using the 

discrete parametric cosine transform. This introduces a new direction for multimedia 

encryption, namely, the use of one combination of security keys for encrypting the 

original multimedia data and a different combination of security keys for reconstructing it 

to obtain the final encrypted multimedia data. The encryption process is an effective and 

straightforward way to transform data from the spatial domain to the frequency domain 
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and back into the spatial domain. The idea behind the algorithm was to encrypt an image 

by changing the image data using the DPCT with different parameters. This new 

algorithm can be combined with an image compression process like JPEG, in such a way 

that the images can be encrypted and compressed simultaneously, making the algorithm 

suitable for real-time applications. 

Simulation results and comparisons demonstrated the performance of all the algorithms 

for image encryption. Security analysis showed the algorithms’ ability to withstand 

several common attacks such as the brute force, statistic, noise, data loss and plaintext 

attacks. The encryption algorithms clearly have the potential to be used for clinic 

applications such as privacy protection of medical images, and in biometrics security 

systems and video surveillance systems for homeland security purposes. 

The next step is to investigate the algorithms’ properties for error-resilient protection and 

the memory usage (spatial complexity) in comparison with existing encryption methods. 
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Chapter 6  

The Edge Map for Image Encryption 

The edge map has been used for image enhancement, denoising, compression, 

segmentation and recognition but it has never been used for image encryption. This 

chapter presents the inventive work of using the edge map for image encryption. Two 

encryption algorithms are introduced combining the edge map with the 3D Cat Map for 

image encryption and with the chaotic logistic map for encrypting medical images for 

privacy protection. This concept is extended to produce a binary “key-image”, which is 

either a bit-plane or an edge map obtained from any other image. Two additional 

encryption algorithms are introduced using the binary bit-plane and the edge map 

respectively. Simulation results and security analysis will be given to demonstrate the 

encryption algorithms’ performance.    
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66..11      IInnttrroodduuccttiioonn  

The edge map has been used for many different applications in image processing but it 

has never been used for image encryption. This chapter investigates and presents the 

inventive work on the application of the edge map for image encryption. 

First, a new concept of image encryption is introduced using edge information [79]. This 

method separates the image into edges and the image without edges, and then encrypts 

them using encryption algorithms. Users have the flexibility to adopt any encryption 

method for encrypting edges or for encrypting the image without edges, or both, 

depending on different security requirements. 

A novel image encryption algorithm is introduced based on this concept, using a new 3D 

Cat Map. This is an example to demonstrate the performance of this concept. The 

encryption algorithm can change the positions and values of the image pixels 

simultaneously using the 3D Cat Map transform. The edges and the image without edges 

of any given image change as the edge detection methods and their thresholds change. 

This ensures that unauthorized users will have difficulty decoding the encrypted images. 

 The edge map as a binary image can be used a security key. The edge map is then 

combined with the chaotic logistic map to encrypt medical images for privacy protection 

[80]. This method uses the edge map as a security key to encrypt image bit-planes by 

XOR operation. The chaotic logistic map, another random security generator, is used to 

protect the edge map and achieve a high level of security. The algorithm can be used to 
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fully protect the selected objects/regions within images or the entire image. However, the 

edge map in this algorithm has to be sent to the authorized users for them to be able to 

reconstruct original images, since it is only obtained from the original image that is going 

to be encrypted. This will increase the data transmission complexity of the media 

transmission channels.  

To overcome this problem, the edge map for image encryption is further extended into a 

binary “key-image”, either a binary bit-plane or an edge map obtained from any other 

new/existing image [81]. Two new image encryption algorithms are introduced.  

Since the edge information is frequently used in image/video compression, the encryption 

methods mentioned above can also be embedded into the image compression process in 

such a way that edge information is preserved in the compression process and the 

encryption process provides adequate security for images. 

The rest of this chapter is organized as follows. Section 6.2 introduces the new concept of 

the image encryption using edge information and a new image encryption algorithm 

using the 3D Cat Map. Section 6.3 presents a medical image encryption algorithm using a 

combination of the edge map and chaotic logistic map. Based on the concept of the 

binary key-image, Section 6.4 introduces two image encryption algorithms using the 

binary bit-plane and the edge map respectively. Section 6.5 draws a conclusion. 
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66..22      IImmaaggee  EEnnccrryyppttiioonn  UUssiinngg  tthhee  EEddggee  MMaapp  aanndd  33DD  

CCaatt  MMaapp    

This section introduces a new concept for image encryption according to edge 

information. The basic idea is to separate the image into the edges and the image without 

edges, and encrypt them using any existing or new encryption algorithm. Users have the 

flexibility to encrypt the edges or the image without edges, or both. In this manner, 

different security requirements can be achieved. The encrypted images are difficult for 

unauthorized users to decode, providing a high level of security.  

A new encryption algorithm is also introduced using the 3D Cat Map. The algorithm can 

be used for encrypting different types of multimedia data in a straightforward one-step 

process in real-time applications such as wireless communication and mobile phone 

services. It simultaneously changes image pixel locations and pixel data. Experimental 

results will be provided to demonstrate the algorithm’s performance when it comes to 

image encryption. 

66..22..11      TThhee  NNeeww  IImmaaggee--EEddggee  EEnnccrryyppttiioonn  AAllggoorriitthhmm    

2D multimedia data such as grayscale images, biometrics and 2D medical image are 2D 

data matrices. The new encryption algorithm first obtains the edge map of the image 

using an existing edge detection method with a specific threshold. It separates the image 

into edges and the image without edges, and then applies an existing or new encryption 
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algorithm to encrypt the edges, or the image without edges, or both, combining the 

encrypted edges and the encrypted image without edges to generate the encrypted 2D 

image using any reversible fusion method. For example, set the encrypted edges into the 

imaginary part of the complex number, and put the image without edges into the real part 

of the complex number. The block diagram of the algorithm is shown in Figure 6.1. 

 

Figure 6.1: The new Image-Edge Encryption Algorithm. 

 

Users have the flexibility to choose any existing or new edge detector and its threshold to 

get the edge maps of the images, and to encrypt the edges or the image without edges, or 

both, depending upon the different security requirements of real-time applications. They 

also have the flexibility to select any existing encryption algorithm or create a new 

algorithm for the encryption process. The security keys of the presented encryption 

algorithm are the security keys of the encryption algorithm being used to encrypt the 

edges and the image without edges.  

To reconstruct the original image, the encrypted image is separated into the encrypted 

edges and the encrypted image without edges. They are decoded individually to 

reconstruct the edges and the image without edges. The reconstructed image can then be 

obtained by combing the recovered edges and the reconstructed image without edges.   
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The 3D images contain several 2D data matrices. The 3D image encryption can be 

accomplished by encrypting three 2D data matrices one by one using the presented 

image-edge encryption algorithm. 

66..22..22      TThhee  33DD  CCaatt  MMaapp  BBaasseedd  IImmaaggee  EEnnccrryyppttiioonn  AAllggoorriitthhmm  

This section introduces a new 3D Cat Map and its corresponding transforms. As an 

example of the presented encryption concept, a new image encryption algorithm using 

this 3D Cat Map is also introduced.  

6.2.2.1   The 3D Cat Map and its Transforms 

Definition 6.1: The 2D Arnold cat map is a chaotic map defined as [56, 176]. 

 1

1

1
( ) mod ( ) mod

1
n n n

n n n

x x xa
A N N

y y b ab y



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             

 (106) 

where ,a b  are positive integers, det( ) 1.A   

Definition 6.2: The 3D Arnold cat map is defined as. 
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y A y N c ac bc y N
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            

 (107) 

where , , ,a b c d are positive integers, det( ) 1.A   

Definition 6.3: Let ( , )x y be the location of an image pixel with value I  in 

an N N image. The following transformation is called the cat map transform. 
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' 1

' ( 1 ) mod

' 1

x a b x

y c ac bc y N

I d abcd bd I

     
           
          

 (108) 

where , , ,a b c d are positive integers,  ', 'x y is the new location of the pixel with a new 

value  ' ,I x y , , , ', ' 1, 2,...x y x y N  and 0 , ' 255I I  . 

The above cat map transform can change the image pixel positions and pixel values 

simultaneously. It can efficiently encrypt the 2D images. Users have the flexibility to 

choose the number of iterations for applying the cat map transform to achieve different 

levels of security. The parameters , , ,a b c d and iteration times n can act as security keys 

for image encryption. 

To reconstruct the original image, the cat map transform cannot be directly utilized due to 

the mod operation in the transform. Therefore, two coefficient matrices are introduced: 

the row coefficient matrix and the column coefficient matrix. 

The row coefficient matrix of the cat map transform ( , )rT N N can be generated as 

 
1 ( , ')

( , )
0r

x x
T x j

otherwise


 


 (109) 

where , 1,2,...,x j N . 

The column coefficient matrix of the cat map transform ( , )cT N N can be generated as  

 
1 ( ', )

( , )
0c

y y
T i y

otherwise


 


 (110) 
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where , 1, 2,...,i y N . 

TABLE 6.1  COEFFICIENT MATRICES OF THE CAT MAP TRANSFORM FOR AN 8 8  IMAGE. 

( , , , , )a b c d n  
rT  cT  

(3,5,10,20,5)  

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

 
 
 
 
 
 
 
 
 
 
  
 

 

0 0 0 0 0 1 0 0

1 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 0

0 1 0 0 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 1

0 0 1 0 0 0 0 0

 
 
 
 
 
 
 
 
 
 
  
 

 

 

These two coefficient matrices will differ based on the combination of the 

parameters , , ,a b c d  and iteration times n . Some examples are given in the Table 6.1.   

Definition 6.4: Let E  be the encrypted image, 1 1,r cT T  be the inverse matrices of the row 

and column coefficient matrices defined in equation (109) and (110) respectively.  The 

following transformation is called the Inverse cat map transform: 

 1 1
r cR T ET   (111) 

where R  is the reconstructed image. 

To recover the pixel values of the original image, another one dimensional matrix is 

introduced. Let the input of cat map transform be (0,1,2,..., 255)I  , the output of the cat 

map transform will be ' ' ' '
1 2 3 256' ( , , ,..., )I I I I I  for a certain combination of the parameters 

, , ,a b c d . The pixel value in the reconstructed image will be, 

 '( , ) 1 for ( , )R x y I E x y    (112) 
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where ( , )R x y is the pixel value of the reconstructed image with location ( , )x y , ( , )E x y is 

the pixel value of the encrypted image with location ( , )x y . 

Each pixel value between 0 and 255 in original data matrix I  has a unique corresponding 

value in the encrypted data matrix 'I . In this manner, the pixel values of the original 

image can be recovered by searching the value in the encrypted data matrix 'I .   

6.2.2.2   The 3D Cat Map Based Image Encryption Algorithm 

The 2D image is separated into the edges and the image without edges applying an 

existing edge detection method such as Sobel, Canny, Prewitt and many others. Both 

edges and the image without edges are encrypted applying the cat map transform. The 

encryption process is a straightforward process. The encrypted image can be obtained by 

combining the encrypted results with a format of the complex numbers.  

The type of edge detection method and its threshold value, as well as the parameters and 

iteration times of the cat map transform, can act as the security keys for the presented 3D 

Cat Map based encryption algorithm. These security keys have a sufficiently large 

number of possible combinations. It is impossible for unauthorized users to deduce the 

correct combination of security keys by searching all possible cases. The encrypted 

images are extremely difficult for the unauthorized users to decode. As a result, the image 

can be protected by a high level of security.  
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Algorithm The 3D Cat Map Based Image Encryption Algorithm 

Input 3D Image (or 2D image) to be encrypted 

Step 1 Select an edge detection method and its threshold value.  

Step 2 Separate the 3D image into their 2D components. (2D image: Skip this step.) 

Step 3 Obtain the edge maps of all 2D components using the selected method of edge 

detection. 

Step 4 Separate all 2D components into edges and the images without edges based the 

corresponding edge maps. 

Step 5 Select the parameters ( , , , , )a b c d n  for the cat map transform. 

Step 6 Encrypt all edges and the images without edges individually by applying the cat map 

transform defined in equation (108).  

Step 7 Combine the encrypted edges and the encrypted image without edges for each 2D 

component into a format of the complex number. For example, put the encrypted 

edges into the imaginary part of the complex number, and put the image without 

edges into the real part of the complex number. (2D image: Combine the encrypted 

edges and the encrypted image without edges to get the encrypted 2D image.) 

Step 8 Combine all encrypted components together to get the encrypted 3D image. (2D 

image: Skip this step.) 

Output The encrypted 3D image (or the encrypted 2D image) 

 

 

To reconstruct the original image, authorized users will be provided with the correct 

security keys: the parameters and iteration times of the cat map transform. The decryption 

process is also straightforward. The encrypted image is separated into edges and the 

image without edges. They are decoded individually using the inverse cat map transform. 

By combining the recovered edges and the decrypted image without edges, the original 

image can be reconstructed. For 3D images, the original image can be reconstructed by 

recovering all 2D components one by one. 
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Algorithm The 3D Cat Map Based Image Decryption Algorithm 

Input The encrypted 3D Image (or 2D image) to be decrypted 

Step 1 Separate the encrypted 3D image into their 2D components. (2D image: Skip this 

step.) 

Step 2 Separate all 2D components into edges and the images without edges. 

Step 3 Generate the row and column coefficient matrices ,r cT T  and image value matrix 'I  

using the cat map transform and parameters ( , , , , )a b c d n  

Step 4 Apply the inverse cat map transform to all edges and images without edges 

separately to recover the pixel locations. 

Step 5 Recover the pixel values of all edges and images without edges separately based on 

the equation (112). 

Step 6 Combine the recovered edges and the reconstructed image without edges to get 

corresponding reconstructed 2D components. (2D image: Combine the recovered 

edges and the reconstructed image without edges to get reconstructed 2D image.)  

Step 7 Combined all 2D components together to get the reconstructed 3D image. (2D 

image: Skip this step.) 

Output The reconstructed 3D image (or 2D image) 

 

66..22..33      SSiimmuullaattiioonn  RReessuullttss  

The 3D Cat Map based image encryption algorithm has been successfully applied to 

several 2D and 3D images. In this section, some experimental results will be provided to 

show the performance of the presented encryption method. Canny edge detector is used 
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to get the edge maps in the experiments. Both edges and the image without edges are 

encrypted in all examples in this section.  

6.2.3.1   2D Image Encryption 

The 2D image consists of only one 2D data matrix. Figure 6.2 gives an example of 

grayscale image encryption. The edges in Figure 6.2(b) contain all the pixels of the 

original image with the same locations of the edge map generated using Canny edge 

detector with threshold 0.1. The image without edges in Figure 6.2(c) is the result of the 

difference between the original image (Figure 6.2(a)) and its edges (Figure 6.2(b)).  
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Figure 6.2: Grayscale image encryption using the Canny edge detector. (a) The original 
grayscale image; (b) Edges using Canny edge detector with threshold 0.1; (c) 
Image without edges; (d) Encrypted grayscale image (use the absolute intensity 
values to display the encrypted image), 15, 17, 18, 100, 20a b c d n     ; (e) 
Reconstructed image; (f) Histogram of (a); (g) Histogram of (b); (h) Histogram 
of (c); (i) Histogram of (d); (j) Histogram of the difference between (a) and (e). 

 

Both of them are encrypted by the presented 3D Cat Map based image encryption 

algorithm with the security keys: 15, 17, 18, 100, 20a b c d n     . The encrypted 

image shown in Figure 6.2(d) contains a data format of complex numbers in which the 
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imaginary part is the encrypted edges and the real part is the encrypted image without 

edges. Its histogram in Figure 6.2(i) shows that the distribution of pixel values of the 

encrypted image is almost uniform. The encrypted image is significantly different from 

the original image. This makes the encrypted image completely unrecognizable.  

The original image can be completely reconstructed without any distortion. The 

reconstructed image in Figure 6.2(e) is visually the same as the original image. This can 

be also demonstrated by the histogram of the difference between the original image and 

the reconstructed image shown in Figure 6.2(j). 
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Figure 6.3: Grayscale image encryption using the Sobel edge detector. (a) The original 
grayscale image; (b) Edges using Sobel edge detector with threshold 0.1; (c) 
Image without edges; (d) Encrypted grayscale image with security 
keys, 3, 5, 10, 20, 5a b c d n     ; (e) Reconstructed image; (f) Histogram of 
(a); (g) Histogram of (b); (h) Histogram of (c); (i) Histogram of (d); (j) 
Histogram of the difference between (a) and (e). 

 

Another example of grayscale image encryption is shown in Figure 6.3. In this example, 

the Sobel edge detector with threshold 0.1 are selected and different parameters of the 3D 

Cat Map, 3, 5, 10, 20, 5a b c d n     , are set for the encryption process. The edges 
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and the image without edges are different after applying different edge detection methods 

and thresholds. The original image can also be completely recovered without any 

distortion.  
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Figure 6.4: Medical image encryption using the Canny edge detector. (a) The original 
medical image; (b) Edges using Canny edge detector with threshold 0.3; (c) 
Image without edges; (d) Encrypted medical image with security 
keys, 5, 7, 8, 10, 7a b c d n     ; (e) Reconstructed image; (f) Histogram of 
the difference between (a) and (e). 

 

Figure 6.4 gives the results of medical image encryption, which is another example of 2D 

image encryption. The edge detection and encryption processes are the same as those in 

Figure 6.2 but the threshold for the edge detection process and the security keys in the 

encryption process are different. The original image can be fully encrypted (shown in 

Figure 6.4(d)) and reconstructed (shown in Figure 6.4(e)). It can be seen from the 

reconstructed image in Figure 6.4(e) and the histogram of the difference between the 

original image and the reconstructed image in Figure 6.4(f) which demonstrate the 

perfect reconstruction. 
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6.2.3.2   3D Image Encryption 

3D images such as color images contain several 2D components. 3D image encryption 

can be performed by encrypting their 2D components one by one.  
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Figure 6.5: Color image encryption using the Canny edge detector. (a) The original color 
image; (b) Edges using Canny edge detector with threshold 0.1; (c) Image 
without edges; (d) Encrypted color image with security keys, 

3, 5, 10, 20, 5a b c d n     ; (e) Reconstructed color image; (f) Histogram of 
the difference between (a) and (e). 

 

Figure 6.5 gives an example of color image encryption. The Canny edge detection 

method and threshold 0.1 are used to obtain edges and the image without edges. The 

security keys for the encryption process are 3, 5, 10, 20, 5a b c d n     . The original 

image can be completely recovered, as shown in Figure 6.5(e). The histogram in Figure 

6.5(f) demonstrates this lossless reconstruction. 

Figure 6.6 presents another example of color image encryption. The Sobel edge detector 

with threshold 0.3 is used to obtain the edges and the image without edges in this 
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example. The results of the edges (shown in Figure 6.6(b)) and the image without edges 

(shown in Figure 6.6(c)) are different from those in Figure 6.5. The different combination 

of the parameters of 3D Cat Map, 5, 7, 8, 10, 7a b c d n     , is also applied to the 

encryption process. The original image can also be completely reconstructed. 
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Figure 6.6: Color image encryption using the Sobel edge detector. (a) The original color 
image; (b) Edges using Sobel edge detector with threshold 0.3; (c) Image 
without edges; (d) Encrypted color image with security keys, 

5, 7, 8, 10, 7a b c d n     ; (e) Reconstructed color image; (f) Histogram of 
the difference between (a) and (e). 

 

The edge detector, threshold value and parameters of the 3D Cat Map are the same for all 

the 2D components of the color images that appear in Figures 6.5 and 6.6. Users have the 

flexibility to choose different edge detectors, thresholds, and parameters for each 2D 

component, thereby providing a higher level of security and the ability to meet the 

different security requirements of real-time applications, such as wireless communication 

and mobile phone services. 
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66..22..44      SSeeccuurriittyy  AAnnaallyyssiiss      

The security key space of the presented 3D Cat Map based image encryption algorithm 

consists of the type of edge detectors, threshold values, parameters and iteration times of 

the 3D Cat Map. Each of them has a sufficiently large number of possible variations. 

Therefore, the key space of the presented encryption algorithm is unlimited. It is 

impossible for unauthorized users to decode the encrypted image by means of an 

exhaustive searching for the possible choices in the security key space. As a result, the 

image is protected by a high level of security. 

In cryptanalysis, the chosen-plaintext attack is an attack model in which the attacker can 

choose a number of plaintexts and then get their corresponding ciphertexts. In this 

manner, the attacker can choose any useful information as plaintext in order to deduce the 

security keys of encryption algorithms, or to reconstruct the original plaintexts from the 

unknown ciphertexts. If the image pixel values are not changed by the encryption 

process, the chosen-plaintext attack can break the encrypted image without knowing the 

encryption algorithm or its security keys. 

The presented 3D Cat Map based image encryption algorithm changes image pixel values 

while changing the locations of all image pixels. This ensures that the encrypted image 

data is not useful in the case of a chosen-plaintext attack. As a result, the presented 

algorithm is able to withstand chosen-plaintext attacks.  
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66..33      MMeeddiiccaall  IImmaaggee  EEnnccrryyppttiioonn  UUssiinngg  tthhee  EEddggee  MMaapp  

aanndd  CChhaaoottiicc  LLooggiissttiicc  MMaapp  

Edge Map is a binary image obtained from an image using different edge detectors or 

algorithms. It can be considered a random binary matrix since the edge map will change 

as the edge detectors and thresholds change. Therefore, the edge map can be used as a 

random binary security key to encrypt the binary bit-planes of an image by a simple XOR 

operation. 

Based on this concept, a new image encryption algorithm is introduced combining the 

edge map and the chaotic logistic map. It is called the EdgeCrypt algorithm. Its 

applications for encrypting medical images are investigated. Of course, it can be used to 

encrypt other type of multimedia data such as grayscale images, biometrics, color images 

and videos. 

66..33..11      TThhee  NNeeww  MMeeddiiccaall  IImmaaggee  EEnnccrryyppttiioonn  AAllggoorriitthhmm  

This section introduces a new algorithm, EdgeCrypt, to encrypt medical images using an 

edge map.  

The underlying foundation of the EdgeCrypt algorithm is to encrypt medical images by 

changing the image data. It obtains the edge map of the medical image by applying a 

specific type of edge detector such as Canny, or Sobel, or Prewitt, or any other, with a 

certain threshold value. The algorithm then decomposes the medical image into several 
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binary bit-planes, encrypts all bit-planes by performing an XOR operation between the 

edge map and each bit-plane, encrypts the edge map using a random bit sequence 

generated from the logic chaotic map, interleaves the encrypted edge map among the 

XORed bit-planes, reverses the order of all bit-planes, and combines them to obtain the 

final encrypted medical images. The block diagram of the EdgeCrypt algorithm is shown 

in Figure 6.7. 







 

Figure 6.7:  The block diagram of the EdgeCrypt algorithm. 

 
To improve the security of the algorithm, a bit-plane shuffling process is added to change 

the values of image pixels in the vertical direction. Users have the flexibility to utilize 

any existing approach to shuffle the order of bit-planes. The order of the bit-planes is 

reversed in this section. 

A random bit sequence generated from a logic chaotic map is used to encrypt the edge 

map. The encrypted edge map is obtained by performing an additional XOR operation 

between each bit of a random bit sequence and each pixel of the edge map. It is then 

interleaved among the XORed bit-planes. The chaotic logistic map is defined as follows. 
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 1 (1 )n n nx rx x    (113) 

 where parameter r is a rational number, 3.5699456 4r  , 0 1nx   and 0,1, 2,...n   

If the size of the edge map is M×N, the random bit sequence can be generated using the 

definition, 
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x


  

 (114) 

where 0,1, 2,..., 1n MN  . 

The security keys for the EdgeCrypt algorithm include the initial condition 0x  and 

parameter r of the logic chaotic map, the interleaved location of the edge map, the type of 

the edge detector and its threshold value. Users have the flexibility to choose any existing 

approach for edge detection and select any threshold value for the edge detector. The 

edge map can also be interleaved into two bit-planes. 

In the decryption process, authorized users do not have to know the type of the edge 

detector and its threshold value to reconstruct the original image, since the edge map has 

been sent to the users with the encrypted image. However, the edge map can only be 

completely recovered by using the correct security keys: the location to interleave the 

edge map as well as the initial condition 0x and parameter r of the logic chaotic map.  

The decryption process first decomposes the encrypted image into binary bit-planes. It 

then reverses the order of all bit-planes and extracts the edge map from the bit-planes. 

The edge map is reconstructed using security keys. The algorithm performs an XOR 
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operation between the edge map and each bit-plane and combines the XORed bit-planes 

to obtain the reconstructed medical image. 

66..33..22      EExxppeerriimmeennttaall  RReessuullttss  aanndd  AAnnaallyyssiiss  

The EdgeCrypt algorithm has been successfully implemented in more than 16 medical 

images. This section presents simulation examples to demonstrate the algorithm’s 

performance for medical image encryption. The EdgeCrypt algorithm is compared with 

the AES algorithm to demonstrate its encryption efficiency. The algorithm is also proved 

to encrypt the selective objects /regions and other types of images.   

The interleaved location of the edge map in all examples in this section is between the 

first bit-plane, which contains the most significant bits of all image pixels, and the second 

bit-plane, which contains the second most significant bits of image pixels.  

6.3.2.1    Examples of Medical Image Encryption 

Figure 6.8 gives an example of the MRI image encryption. The encrypted image in 

Figure 6.8(c) is completely different from the original MRI brain image in Figure 6.8(a). 

The histogram in Figure 6.8(g) shows the nearly equal distribution of the pixel values in 

the encrypted image. This makes it difficult for attackers to break the encrypted image. 

The original image has been completely reconstructed. The reconstructed image in Figure 

6.8(d) and its histogram in Figure 6.8(h) verify the reconstruction, since both are identical 

to the original image.  
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The edge map in this example is generated by the Sobel edge detector with threshold 0.5. 

It is encrypted by logic chaotic map with the initial condition 0 0.6x  and the parameter 

3.65r  .  
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Figure 6.8: MRI image encryption. (a) The original MRI image; (b) The edge map 
obtained by Sobel edge detector with threshold 0.5; (c) The encrypted MRI 
image, (d) The reconstructed MRI image; (e) Histogram of the original MRI 
image; (f) The encrypted edge map, 0 0.6,  3.65x r  ; (g) Histogram of the 
encrypted MRI image; (h) Histogram of the reconstructed MRI image. 

  

An example of the CT image encryption is given in Figure 6.9. The original CT image 

has been fully encrypted (Figure 6.9(c)) and completely reconstructed (Figure 6.9(d)). 

The histogram of the difference between the original image and the reconstructed image 

verify this perfect reconstruction. The results show that the EdgeCrypt algorithm is able 

to fully encrypt the medical images. 
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The edge map in this example is obtained from the Canny edge detector with threshold 

0.1. It is also protected by the chaotic logistic map with security keys, 0 0.2x   and 

3.8r  . 
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Figure 6.9: CT image encryption. (a) The original CT image; (b) The edge map obtained 
by Canny edge detector with threshold 0.1; (c) The encrypted CT image, (d) 
The reconstructed CT image; (e) Histogram of the original CT image; (f) the 
encrypted edge map, 0 0.2,  3.8x r  ; (g) Histogram of the encrypted CT 
image; (h) Histogram of the reconstructed CT image. 

 
Figure 6.10 gives an example of X-ray image encryption. The edge map in this example 

is obtained by the Prewitt edge detector with threshold 0.3. It is encrypted by the chaotic 

logistic map with security keys, 0 0.8x   and 3.7r  .  

One interesting result is the encrypted image in Figure 6.10 (b), which shows that the 

EdgeCrypt algorithm can be used to protect the selected objects or regions within medical 

images that may contain important or private patient information. This is another 

advantage of the algorithm. 
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The original X-ray image is also completely reconstructed in Figure 6.10(c) because the 

histogram of the difference between the reconstructed X-ray image and the original X-ray 

image is zero in Figure 6.10 (f).  These results further verify the EdgeCrypt algorithm is a 

lossless encryption method.  
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Figure 6.10: X-ray image encryption. (a) The edge map obtained by Prewitt edge detector 
with threshold 0.3; (b) The encrypted X-ray image; (c) The reconstructed X-
ray image; (d) the encrypted edge map, 0 0.8x  , 3.7r  ;  (e) Histogram of the 
encrypted X-ray image; (f) Histogram of the difference between the original X-
ray image and the reconstructed image. 

6.3.2.2   Performance Measure and Comparison 

To show the efficiency of the EdgeCrypt algorithm for medical image encryption, it was 

compared with the AES algorithm implemented in [177] across several images. 

The 512×512 MRI brain image shown in Fig. 6.8(a) is used as an example of the 

obtained results. The execution time of this MRI image encryption using the EdgeCrypt 

algorithm and the AES algorithm was measured by a computer running Windows XP 



www.manaraa.com

6.   EDGE MAP FOR IMAGE ENCRYPTION 

308 
 

operating system with 2GB memory and a CPU using Intel Core2 Quad Q6700. The AES 

algorithm took 521.67 seconds to encrypt the MRI image. However, the EdgeCrypt 

algorithm took only 17.78 seconds to encrypt the same MRI image.  This demonstrates 

that the speed of the EdgeCrypt algorithm is far superior to that of the AES algorithm. 

This shows the suitability of the EdgeCrypt algorithm for real-time medical applications 

such as wireless medical networking and mobile medical services. Furthermore, since all 

its processes operate on the binary bit levels, the EdgeCrypt algorithm is easy to 

implement in hardware such as an FPGA. 
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Figure 6.11: Grayscale image encryption. (a) Original image; (b) Selected object; (c) The 
edge map obtained by Roberts edge detector with threshold 0.4; (b) Encrypted 
image; (d) Reconstructed image; (e) Encrypted image; (f) Encrypted object; (g) 
The encrypted edge map, 0 0.8x  , 3.7r  ; (h) Histogram of the difference 
between the original image and the reconstructed image. 

6.3.2.3   Other Applications 

In addition, the EdgeCrypt algorithm is able to encrypt other types of images such as 

grayscale images or color images.  
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Figure 6.11 gives an example of grayscale image encryption. This example shows that 

the EdgeCrypt algorithm can be used to ensure the security of grayscale images. It further 

demonstrates that the algorithm can encrypt the selected regions or objects in images for 

the purpose of privacy protection.  

66..33..33      CCrryyppttaannaallyyssiiss  

Security is important not only for the encrypted objects but also for the encryption 

algorithm itself. The security issues of the EdgeCrypt algorithm are discussed in this 

section.  

6.3.3.1   Security Key Space 

The security keys of the EdgeCrypt algorithm consist of the location to interleave the 

edge map, the type of the edge detector and its threshold, as well as the initial condition 

and the parameter of the logic chaotic map. A large number of possible types of edge 

detectors can be used for the EdgeCrypt algorithm. The possible threshold values for a 

specific edge detector are unlimited. The initial condition 0x  and the parameter r of the 

logic chaotic map also have a sufficiently large number of possible variations. As a result, 

the possible number of combinations of these security keys is inexhaustible. Hence, the 

security key space of the EdgeCrypt algorithm is unlimited. 
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6.3.3.2   Plaintext Attacks 

An edge map is determined by the type of the edge detector, the threshold of the edge 

detector and the content of the original image. The pixel data of the encrypted bit-planes 

changes with different edge detectors and the original image data. 

A pseudo-random bit sequence generated by the logic chaotic map is used to encrypt the 

edge map. This ensures that the edge map is well protected. It is then interleaved into the 

encrypted bit-planes. The order of all bit-planes is then reversed. The resulting encrypted 

image is the combination of all of them. These processes further change the image pixel 

data and result in a nearly equal distribution of the pixel values of the encrypted image. 

Thus, the data of the encrypted image is immune to plaintext attacks such as the known-

plaintext attacks and the chosen-plaintext attacks. This allows encrypted medical images 

to be protected with a high level of security. 
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66..44      IImmaaggee  EEnnccrryyppttiioonn  UUssiinngg  BBiinnaarryy  KKeeyy­­iimmaaggeess  

Used as a random binary security key, the edge map is obtained from the same original 

images encrypted by the presented encryption algorithm in Section 6.3. Such an edge 

map is difficult for authorized users to reconstruct for the purpose of image decryption 

because the original images are not available. The encrypted edge map is interposed into 

the XORed bit-planes of the images in such a way that authorized users can receive the 

encrypted images and the edge map simultaneously. This allows authorized users to 

reconstruct the original images more easily. However, this method needs (1) an extra 

process to protect the security key matrix, for example, an edge map encryption process 

using chaotic logistic map; (2) more data to be transmitted to the users, such as the 

encrypted edge map. 

To overcome this problem while improving the algorithm’s efficiency and security levels, 

the concept of using the edge map as a random security key matrix is extended to produce 

a binary “key-image”. This key-image takes the form of a binary bit-plane, an edge map 

or a binary image that is obtained from another new/existing image with the same size as 

the image to be encrypted. Based on this concept, two novel image encryption algorithms 

are introduced using the bit-plane and edge map respectively. 

66..44..11    TThhee  NNeeww  IImmaaggee  EEnnccrryyppttiioonn  AAllggoorriitthhmmss  

This section introduces a binary image as a “key-image” that is the same size as the 

image to be encrypted. Two image encryption algorithms are introduced using this key-
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image. One is called the BitplaneCrypt algorithm, while the other is called the 

EdgemapCrypt algorithm. Both are able to fully encrypt 2D and 3D images such as 

grayscale images, color images and medical images. 

The underlying foundation of both algorithms is to change image pixel values by 

performing the XOR operation between the key-image and each bit-plane of the original 

image. This is followed by an image scrambling process that changes the locations of 

image pixels or blocks. 

6.4.1.1   The BitplaneCrypt Algorithm 

The BitplaneCrypt algorithm uses a binary bit-plane as the key-image. This bit-plane is 

extracted from another image which is different from the original image being encrypted.  

Figure 6.12 describes the BitplaneCrypt algorithm. It generates the key-image by 

exacting the rth bit-plane of the selected image, where r is the location of the bit-plane. 

The algorithm then decomposes the original image into its binary bit-planes and performs 

an XOR operation between each of these bit-planes and the key-image. The order of bit-

planes is then inverted. The algorithm combines the bit-planes together. Finally, a 

selected scrambling algorithm is applied to the image to obtain the final encrypted image.  

Since the 3D image contains several 2D data matrices called 2D components, the 3D 

image encryption can be accomplished by encrypting all its 2D components one by one.  

Users have the flexibility to choose any new or existing image to generate the key-image. 

This image can be a public image or an image created by the users themselves.  The key-
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image can be selected from one of the bit-planes of this image. Any image scrambling 

method can be used in the BitplaneCrypt algorithm. Therefore, the security keys of the 

algorithm consist of the image (or image location) that was used to generate the key-

image, the location of the bit-plane chosen as the key-image and the security keys of the 

scrambling method, if applicable.   

Algorithm-1 The BitplaneCrypt Algorithm 

Input The original 2D or 3D image to be encrypted. 

Step 1 Choose a new or existing image with the same size of the original image, 

(convert the image into 2D if it is a 3D image). 

Step 2 Obtain the key-image by extracting the rth bit-plane of the image in Step 1. 

Step 3 Decompose the original image or each component of the 3D image into its 

binary bit-planes. 

Step 4 Perform the XOR operation between the key-image and each bit-plane in Step 3. 

Step 5 Invert the order of all bit-planes. 

Step 6 Combine all bit-planes together to obtain the 2D image or components 

Step 7 Scramble the resulting image or components in Step 6 using a selected 

scrambling method to generate the resulting encrypted image. (For the 3D 

image, scramble its 2D components one by one). 

Output The encrypted 2D or 3D image. 

 

Figure 6.12:  The BitplaneCrypt algorithm 

 

The correct security keys should be given to authorized users to generate the key-image. 

In the decryption process, the user unscrambles the encrypted image using a scrambling 
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algorithm and its security keys. It then decomposes the image into bit-planes. Each bit-

plane is applied to an XOR operation with the key-image. The order of bit-planes is 

reverted to the original order. The original image can be reconstructed by combining all 

bit-planes. 

In a similar manner to the encryption process, the original 3D image can be reconstructed 

by decoding its 2D components one by one.  

6.4.1.2   The EdgemapCrypt Algorithm 

This section introduces a new image encryption algorithm using an edge map called the 

EdgemapCrypt algorithm. In this algorithm, the edge map is considered the key-image. 

Using a specific edge detector with a selected threshold value, the edge map is generated 

from another image with the same size as the original image.   





 

Figure 6.13:  The EdgemapCrypt algorithm 

 

The EdgemapCrypt algorithm first decomposes the original image into its binary bit-

planes. By performing an XOR operation with the key-image (the edge map created from 
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another image), each binary bit-plane is then encrypted. Next, the algorithm inverts the 

order of all XORed bit-planes and combines them together. The resulting image is 

scrambled using a selected scrambling algorithm to generate the final encrypted image. 

Figure 6.13 illustrates the EdgemapCrypt algorithm.  

In a manner similar to the BitplaneCrypt algorithm, the EdgemapCrypt algorithm 

encrypts 3D images by working on their 2D components individually.  

Any image with the same size as the original image can be used to generate the edge 

map, the key-image. It can be an image in the public online database or a new image 

generated by the user. The edge map can be obtained using any edge detector such as 

Canny, Sobel, or Prewitt. Users have the flexibility to choose any image, any edge 

detector and any threshold value to generate the edge map to be used as a key-image. 

They also have the flexibility to use any image scrambling method for the EdgemapCrypt 

algorithm. Therefore, this algorithm’s security keys consist of the image or its location 

(used to generate the edge map), the type of edge detector, the edge detector’s threshold 

and the security keys of the scrambling algorithm. 

To reconstruct the original image, users should be provided with the security keys that 

will allow them to obtain the correct edge map. The decryption process first generates the 

edge map from the selected image using the security keys. It then unscrambles the 

encrypted image using the selected scrambling algorithm. Next, it decomposes the 

unscrambled image into its binary bit-planes and performs an XOR operation between the 

edge map and each bit-plane. The order of all bit-planes is restored to the original order. 

By combining all bit-planes, the reconstructed 2D image/component can be obtained.  
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66..44..22      EExxppeerriimmeennttaall  RReessuullttss  

The BitplaneCrypt and EdgemapCrypt algorithms have been successfully implemented in 

18 different 2D and 3D images such as grayscale images, color images and medical 

images. To show the performance of the algorithms for 2D and 3D image encryption, 

several simulation results are given. For simplicity, both algorithms utilize the image 

scrambling algorithm based on the (n, k, p)-Gray code in [64] for computer simulation 

with the security keys: 2, 0n p  . Figure 6.14 shows several 2D images used as test 

images or images to generate the key-image. 

 
(a) (b) (c) (d) 

 
(e) (f) (g) (h) 

Figure 6.14: Test images. (a) Cameraman, 256×256; (b) Lena, 256×256; (c) Baby, 
256×256; (d) Chessplayer, 256×256; (e) Barbara, 512×512; (f) Peppers, 
512×512; (g) CT ribs image, 512×512; (h) MRI brain image, 512×512. 
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6.4.2.1   2D Image Encryption 

There are several types of 2D images such as grayscale images, medical images and 

biometrics. The 2D image can be decomposed into several binary bit-planes and 

encrypted one by one.  
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Figure 6.15: Grayscale image encryption using the BitplaneCrypt algorithm. (a) The 
original 512×512 grayscale image; (b) A 512×512 Peppers image; (c) The 
encrypted image; (d) The reconstructed image; (e) Histogram of the original 
image in (a); (f) The 5th bit-plane of the Peppers image in (b); (g) Histogram of 
the encrypted image in (c); (h) Histogram of the difference between (d) and (a). 

 

Figure 6.15 gives an example of grayscale image encryption using the BitplaneCrypt 

algorithm. The key-image in this example is the 5th bit-plane of a 512×512 grayscale 

Peppers image. Figure 6.16 gives the result of a grayscale image encryption using the 

EdgemapCrypt algorithm. The key-image is obtained from a 256×256 grayscale 

Cameraman image using the Sobel edge detector with a threshold 0.3.  
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Figure 6.16: Grayscale image encryption using the EdgemapCrypt algorithm. (a) The 
original 256×256 grayscale image; (b) A 256×256 Cameraman image; (c) The 
encrypted image; (d) The reconstructed image; (e) Histogram of the original 
image in (a); (f) The edge map of the Cameraman  image in (b), Sobel, 0.3;   
(g) Histogram of the encrypted image in (c); (h) Histogram of the difference 
between (d) and (a). 
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Figure 6.17:  Medical image encryption using the BitplaneCrypt algorithm. (a) The 
original 512×512 CT ribs image; (b) A 512×512 Barbara image; (c) The 
encrypted image; (d) The reconstructed image; (e) Histogram of the original 
image in (a); (f) The 7th bit-plane of the Barbara image in (b); (g) Histogram of 
the encrypted image in (c); (h) Histogram of the reconstructed image in (d). 
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From these results, the original images are fully encrypted as shown in Figures 6.15(c) 

and 6.16(c). The distributions of the pixel values of the encrypted images are almost 

equal in terms of grayscale value range, as shown in Figures 6.15 (g) and 6.16(g). This is 

one advantage of the presented algorithms. The original images are completely 

reconstructed. This can be verified by the reconstructed images in Figures 6.15(d) and 

6.16(d) and the histograms of the differences between the original images and the 

reconstructed images in Figures 6.15(h) and 6.16(h). 
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Figure 6.18:  Medical image encryption using the EdgemapCrypt algorithm. (a) The 
original 512×512 MRI brain image; (b) A 512×512 Peppers image; (c) The 
encrypted image; (d) The reconstructed image; (e) Histogram of the original 
image in (a); (f) The edge map of the  Peppers image in (b), Prewitt, 0.2; (g) 
Histogram of the encrypted image in (c); (h) Histogram of the  reconstructed 
image in (d). 

 

The medical image encryption examples, which use the BitplaneCrypt and 

EdgemapCrypt algorithms, are shown in Figures 6.17 and 6.18, respectively. The key-

image of the BitplaneCrypt algorithm in Figure 6.17 is the 7th bit-plane of a 512×512 
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grayscale Barbara image. The key-image of the EdgemapCrypt algorithm in Figure 6.18 

is generated from a 512×512 grayscale Peppers image using a Prewitt edge detector with 

a threshold of 0.2. The original medical images are also fully encrypted and completely 

reconstructed. This full encryption can be demonstrated by the encrypted images in 

Figures 6.17(c) and 6.18(c) and their histograms in Figures 6.17(g) and 6.18(g). The 

reconstructed images in Figures 6.17(d) and 6.18(d) and their histograms in Figures 

6.17(h) and 6.18(h) verify the perfect reconstruction. 

6.4.2.2   3D Image Encryption 

3D image encryption can be accomplished by using the presented algorithms to encrypt 

all the 2D components one by one. 

Figures 6.19 and 6.20 show examples of color image encryption using the BitplaneCrypt 

and EdgemapCrypt algorithms, respectively. The key-image in Figure 6.19 uses the 4th 

bit-plane of a 512×512 grayscale Chessplayer image. The key image in Figure 6.20 is an 

edge map generated from a 512×512 grayscale Barbara image using Canny edge detector 

with the threshold of 0.1. 

The results show that the color images are fully encrypted and then completely 

reconstructed. The histograms in Figures 6.19(g) and 6.20(g) also verify that the 

distributions of the encryption images are equal in the data level range. The reconstructed 

images in Figures 6.19(d) and 6.20(d) and their histograms in Figures 6.19(h) and 6.20(h) 

demonstrate the complete reconstruction of the original images. 
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Figure 6.19:  Color image encryption using the BitplaneCrypt algorithm. (a) The original 
256×256 color image; (b) A 256×256 grayscale Chessplayer image; (c) The 
encrypted color image; (d) The reconstructed color image; (e) Histogram of the 
original image in (a); (f) The 4th bit-plane of the Chessplayer image in (b); (g) 
Histogram of the encrypted image in (c); (h) Histogram of the difference 
between (d) and (a). 
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Figure 6.20:  Color image encryption using the EdgemapCrypt algorithm. (a) The original 
512×512 color image; (b) A 512×512 grayscale Barbara image; (c) The 
encrypted color image; (d) The reconstructed color image;  (e) Histogram of 
the original image in (a); (f) The edge map of the  Barbara image in (b), Canny, 
0.1; (g) Histogram of the encrypted image in (c); (h) Histogram of the 
reconstructed image in (d). 
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66..44..33      SSeeccuurriittyy  AAnnaallyyssiiss  

Security is important for both the encrypted objects and the encryption algorithms. This 

section discusses some of the security issues associated with the BitplaneCrypt and 

EdgemapCrypt algorithms from the cryptography point of view. 

6.4.3.1   Security Key Space 

As established in Section 6.4.1, the security keys of the BitplaneCrypt algorithm are 

composed of a combination of the image (or the image’s location), the location of the bit-

plane being used as the key-image and the security keys of the scrambling algorithm. The 

security keys of the EdgemapCrypt algorithm, on the other hand, consist of the image (or 

that image’s location), the type of edge detector, the edge detector’s threshold and the 

security keys of the scrambling algorithm. 

The combination of the security keys is extremely important for both of the presented 

algorithms. The original image can be completely reconstructed without distortion only 

when the correct security keys are used. This can be verified by the reconstructed images 

in Figures 6.21(b) and 6.22(b) and their histograms in Figures 6.21 (f) and 6.22(f). 

Otherwise, the reconstructed images cannot be recognized as shown in Figures 6.21 (c) 

and (d) and Figures 6.22 (c) and (d).  

Any image with the same size as the original image can be used to generate the key-

image for both algorithms. It therefore has a huge number of possible variations, 

assuming IP . Each of its bit-planes can be used as a key-image for the BitplaneCrypt 

algorithm. If its gray levels are between 0 and 255, the number of possible variations of 
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the key-image for this algorithm is 8 IP . In addition, any image scrambling algorithm can 

be used to scramble the bit-planes in both algorithms. The security keys of the selected 

image scrambling algorithm are also part of the combination that makes up the security 

keys for the presented algorithms, assuming their possible variations are SP  and that it is 

not more than ! !M N  if the original image is an M N  grayscale image. Thus, the 

security key space of the BitplaneCrypt algorithm for an M N  grayscale image is 8 I SP P . 
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Figure 6.21:  Grayscale image decryption using the BitplaneCrypt algorithm with 
different security keys. (a) The encrypted 256×256 grayscale Chessplayer 
image with security keys: the 4th bit-plane of the 256×256 grayscale Lena 
image and 2, 0n p  for the scrambling algorithm; (b) The reconstructed 
grayscale image using the correct security keys; (c) The reconstructed 
grayscale image using the same key-image and 2, 2n p  for the scrambling 
algorithm; (d) The reconstructed grayscale image using the 7th bit-plane of the 
256×256 grayscale Lena image and the same security keys for the scrambling 
algorithm; (e) the key-image: the 4th bit-plane of the 256×256 grayscale Lena 
image; (f) Histogram of the difference between the original image and the 
reconstructed image in (b); (g) Histogram of the difference between the 
original image and the reconstructed image in (c);  (h) Histogram of the 
difference between the original image and the reconstructed image in (d). 
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Figure 6.22:  Grayscale image decryption using the EdgemapCrypt algorithm with 
different security keys. (a) The encrypted 256×256 grayscale Baby image with 
security keys: the 256×256 grayscale Chessplayer image, Prewitt, 0.5, and 

2, 0n p  for the scrambling algorithm;  (b) The reconstructed grayscale 
image using the correct security keys; (c) The reconstructed grayscale image 
using the same key-image and 2, 1n p  for the scrambling algorithm; (d) The 
reconstructed grayscale image using the security keys: the 256×256 grayscale 
Cameraman image, Sobel, 0.3, and the same security keys for the scrambling 
algorithm; (e) the key-image: the edge map of  the 256×256 grayscale 
Chessplayer image, Prewitt, 0.5; (f) Histogram of the difference between the 
original image and the reconstructed image in (b); (g) Histogram of the 
difference between the original image and the reconstructed image in (c);  (h) 
Histogram of the difference between the original image and the reconstructed 
image in (d). 

 

Moreover, any edge detector can be used in the EdgemapCrypt algorithm, assuming its 

possible choice is EP . The edge detector’s threshold is a rational number from 0 to 1. 

However, not all the threshold values can achieve a desirable encryption result. The 

number of their possible choices may not be infinite, assuming THP . The security key 

space for the EdgemapCrypt algorithm is I E TH SP P P P .  
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6.4.3.2   Brute Force Attacks 

The Brute force attack is an attack model in which the attacker tries to guess the 

algorithms’ security keys by conducting an exhaustive search for their possible 

combinations. Theoretically, this approach is feasible if the key space of the encryption 

algorithm is limited and the attacker knows the encryption algorithm.  

Even if the security key spaces of both algorithms are not infinite, they are sufficiently 

large since a large number of possible images can be used to generate the key-image. As 

a result, the two algorithms are able to withstand the brute force attack. 

6.4.3.3   Ciphertext­only Attacks 

In cryptography, plaintext is the original information to be encrypted. Ciphertext is the 

encrypted plaintext. The ciphertext-only attack is an attack model in which an attacker 

tries to deduce the security keys by studying only the ciphertext [173]. This attack can be 

used to study the encrypted images and thus recover the original image data. If fewer 

portions of the images are encrypted, attackers can recover a greater amount of the 

original images without knowing the encryption algorithm and its security keys. If an 

encryption scheme cannot withstand such an attack, it can be said to have an extremely 

low security level.  

As can be seen from the experimental results in Section 6.4.2, the encrypted images are 

visually unrecognizable and completely different from the original images. They contain 

almost none of the visual information of the original images. In their histograms, the 
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distributions of the encrypted images are uniform, providing that the BitplaneCrypt and 

EdgemapCrypt algorithms can withstand cipher-only attacks.  

6.4.3.4   Known­Plaintext Attacks 

The known-plaintext attack is an attack model in which an attacker tries to obtain the 

security keys of an encryption algorithm by studying a number of plaintexts and the 

corresponding ciphertexts [173]. One condition of this attack is that the attacker should 

be in possession of some plaintexts and their corresponding ciphertext. If the encryption 

process does not change the image data, it is possible for the attacker to break the 

encrypted image, either partially or completely, without knowing the encryption 

algorithm and its security keys.  

Two processes are able to render the encrypted image data unusable for attackers 

attempting this type of attack: 1) the XOR operation and the process of inverting the 

order of the bit-planes in the BitplaneCrypt and EdgemapCrypt algorithms are designed 

to change image data; and 2) the image scrambling algorithm is used to change image 

pixel positions. Thus, both processes allow the algorithms to withstand the known-

plaintext attack.  

6.4.3.5   Chosen­Ciphertext and Chosen­Plaintext Attacks 

The chosen-ciphertext attack is an attack model in which the attacker can choose some 

ciphertexts and their corresponding plaintexts [173]. In this way, the attacker is able to 

deduce the security keys of encryption algorithms or recover the original plaintext from 

the unseen ciphertext. 
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The chosen-plaintext attack is an attack model in which the attacker can choose a number 

of plaintexts and then deduce their corresponding ciphertexts [173]. As a result, the 

attacker can choose any useful information as plaintext to deduce the security keys of 

encryption algorithms, or reconstruct the original plaintexts from the unknown 

ciphertexts. If the image data does not change during the encryption process, those two 

attacks can break the encrypted image without knowing the encryption algorithm and its 

security keys. 

From the analysis above, the presented algorithms are able to withstand the chosen-

ciphertext and chosen-plaintext attacks due to the fact that both the image data and pixel 

locations are changed during the encryption process.  
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66..55      SSuummmmaarryy  aanndd  DDiissccuussssiioonn  

This chapter has introduced a new concept for image encryption using edge information. 

The general idea behind this concept is the separation of the image into edges and an 

image without edges using existing edge detectors, followed by the encryption of either 

the image without edges or the edges themselves (or both) using any encryption 

algorithm. The encrypted results are then combined to obtain the encrypted image. To 

meet the different security requirements of real-time applications, users have the 

flexibility to choose any method and its threshold for edge detection, to select any 

encryption method and its security keys for encryption process, and to encrypt either 

edges or image without edges, or both.  

To show the performance of the concept, a new image encryption algorithm was 

introduced using a new 3D Cat Map as an example. The presented encryption algorithm 

was shown to encrypt different types of images efficiently and, due to the fact that it is 

able to change image pixel positions and pixel data at the same time, in a straightforward 

manner. The fact that the security keys of the presented 3D Cat Map based image 

encryption algorithm possess a sufficiently large number of possible combinations means 

that the encrypted images are extremely difficult for unauthorized users to decode. As a 

result, the images are protected with a high level of security. The presented encryption 

algorithm has been shown to resist the chosen-plaintext attacks because the encryption 

process changes the image pixel values.  
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To extend this concept, the edge map has been used as a random binary security key 

matrix for image encryption. A new algorithm for medical image encryption has been 

introduced using the edge map. The algorithm encrypts medical images by combining 

four different processes to change image data. After the application of several encryption 

processes, a nearly uniform data distribution of the encrypted medical image has been 

obtained.  

Users have the flexibility to choose any edge detector and its threshold values for the 

EdgeCrypt algorithm or interleave the edge map between any two bit-planes. The 

security keys of the EdgeCrypt algorithm possess an extremely large amount of possible 

combinations, which ensures that original images are protected with a high level of 

security. Examples were given to demonstrate that the EdgeCrypt algorithm can fully 

encrypt selected objects or regions within medical images or entire images. It has the 

ability to overcome plaintext attacks. 

Since the edge map as a binary image can be obtained from any image, the edge map 

could be further extended into use with the concept of a binary “key-image”, which takes 

the form of a binary bit-plane, edge map or binary image obtained from another image 

with the same size as the original. To demonstrate this, two image encryption algorithms 

have been introduced using this key-image. The key-image in the BitplaneCrypt 

algorithm is a bit-plane, while in the EdgemapCrypt algorithm it is an edge map. 

Experiments demonstrated that both algorithms fully encrypt different types of images. 

Any image with the same size as the original can be used to generate the key-image. All 

edge detectors with any specified threshold value can be used to create the edge map as a 
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key-image for the EdgemapCrypt algorithm. Any image scrambling method can be 

applied to both algorithms. All these factors ensure that the images can be protected with 

a higher security level.  

Due to the fact that they operate at the binary levels, all algorithms are easy to implement 

in hardware and are suitable for multimedia protection in real-time applications such as 

wireless networks and mobile phone services. 
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In order to overcome both the security limitations of traditional recognition systems and 

the efficiency and accuracy of object detection and identification, this dissertation has 

introduced a multimedia security system for the performance of object recognition and 

multimedia encryption for security and medical applications. This was achieved by 

embedding an enhancement process and a multimedia encryption process into the 

traditional recognition system. It was demonstrated that the multimedia security system 

can be used in various ways for security and medical applications.  

To quantitatively evaluate the algorithm’s enhancement performance, a new SDME 

measure was introduced according to the concept of the second derivative.  

To improve the efficiency and accuracy of identifying suspected objects at security 

checkpoints in airports, a new 3D CT baggage image enhancement algorithm has been 

introduced, which combines the alpha weighted mean separation with histogram 

equalization. Computer simulations and comparisons demonstrated that the presented 

algorithm can significantly improve the visual quality of objects in original CT images 

while reducing background noise and outperforming other enhancement methods. 

Quantitative SDME measure results and 3D visualizations further proved that the 

presented algorithm’s enhancement performance is excellent. 

To improve the visual quality of medical images, thereby aiding the detection of early 

stage cancers and the reduction of mortality rates due to those cancers, a new nonlinear 

filter, AWQF, was introduced. It was shown that this filter can be designed as a nonlinear 

combination of different types of linear filters and can, therefore, offer users more design 

flexibility when it comes to meeting the specific and complicated requirements of real 
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world applications. This filter was shown to enhance effectively the overall contrast of 

mammograms and improve local fine details. 

For enhancing mammograms, a new HVS-based enhancement algorithm was introduced. 

Computer simulations, SDME measure results and comparisons all demonstrated that the 

presented HVS-based algorithm possesses a superior enhancement performance when it 

comes to improving the contrast of specific regions, objects and details in mammograms 

without generating artifacts or over-enhancing high-illuminated regions.  

It was also demonstrated that the HVS-based image decomposition possesses the ability 

to separate abnormal regions, such as cancer cells, from original mammograms and 

represent them in single sub-images without using a thresholding or segmentation 

algorithm. When it comes to the automatic detection and diagnosis of breast cancer in the 

CAD systems, this is a particularly useful feature. 

To overcome the problem that traditional unsharp masking is sensitive to noise, a new 

nonlinear unsharp masking scheme (NLUM) was introduced. The presented scheme has 

been shown to provide users with more design flexibility when it comes to meeting the 

specific and complex requirements of real world applications. Computer simulations have 

demonstrated that the presented NLUM scheme possesses a superior ability to enhance 

mammograms, especially the local contrast of specific regions and fine details. 

To improve the quality of prostate MR images and help the detection of prostate cancer, a 

new enhancement algorithm has been introduced using alpha-trimmed mean separation 
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and nonlinear filtering. Simulation results and comparisons have demonstrated that the 

algorithm has a superior performance when it comes to enhancing prostate MR images. 

Combining the logarithmic enhancement technique with nonlinear filtering, another new 

algorithm for enhancing prostate MR images has been introduced. The presented 

algorithm incorporates the advantages of both methods and has the ability to enhance 

dark regions and fine details while suppressing noise. A training system was presented to 

optimize the algorithm’s coefficients. 

To encrypt multimedia data, five recursive sequences and their corresponding transforms 

has been introduced. These sequences include the P-Lucas sequence, P-recursive 

sequence, (n, k, p)-Gray code, Parametric M-sequence and the truncated P-Fibonacci 

sequence. The sequences have been shown to possess more comprehensive properties and 

can be specified to different new recursive sequences by changing the parameters. For 

example, the (n, k, p)-Gray code can derive the classical Gray code and ternary Gray 

code. Under different conditions, the P-recursive sequence can generate the P-Fibonacci 

sequence, P-Lucas sequence and the P-Gray code.  

To encrypt 2D and 3D multimedia data efficiently, the dissertation has introduced a 2D 

P-recursive transform suitable for the above-mentioned recursive sequences. This allows 

the 2D multimedia encryption to be a straightforward one-step process and provides users 

with an open platform in which it is easy to input new recursive sequences into the 

transform and encryption algorithms. 
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Two multimedia encryption algorithms have been introduced using the 2D P-recursive 

transform. It was demonstrated that all parameters in the recursive sequences are able to 

act as security keys in the presented multimedia encryption algorithms. The presented 

algorithms are able to encrypt multimedia data in the spatial domain and frequency 

domains respectively. Simulation results and comparisons have demonstrated the 

excellence of their encryption performance. Security analysis has shown that they are 

able to withstand common attacks such as data loss attacks and noise attacks.  

To overcome the security weakness of the traditional bit-plane decomposition methods 

(i.e. the predictability of their decomposition results), two new parameter-dependent 

image bit-plane decomposition methods have been introduced, namely, the truncated 

Fibonacci p-code bit-plane decomposition (to reduce the redundancy of the Fibonacci p-

code bit-plane decomposition) and the (n, k, p)-Gray code bit-plane decomposition (to 

decompose the image into arbitrary base bit-planes). Both their decomposed results and 

the number of decomposed bit-planes are parameter-dependent, making them useful for 

image encryption.  

To overcome the security weakness of the permutation-only based encryption algorithms 

and to enhance the security level of the existing bit-plane decomposition based 

encryption methods, three new image encryption algorithms were introduced combining 

three parameter-dependent image bit-plane decomposition methods with the recursive 

sequence transforms. It was demonstrated that the presented encryption methods have the 

ability to encrypt a selected object, which can either be a full image, part of an image, a 

selected object in an image or a selected object in a specific region of the image. 
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 Based on the concept of using one combination of security keys to encrypt the original 

multimedia data and another combination of security keys to reconstruct them and obtain 

the final encrypted multimedia data, a new image encryption algorithm was introduced 

using the Discrete Parametric Cosine Transform (DPCT). Due to the fact that it uses the 

DPCT with varying parameter values, the algorithm was shown to be an effective and 

straightforward encryption process. It can also be combined with an image compression 

process such as JPEG so that images can be encrypted and compressed simultaneously 

for real-time applications. 

Simulation results and comparisons have demonstrated the performance of these 

presented algorithms for image encryption. Security analysis demonstrated the ability of 

the presented algorithms to withstand several common attacks such as brute force, 

statistic, noise, data loss and plaintext attacks.  

Despite the fact that it has been used for many image processing applications, the edge 

map has never been used for image encryption. To investigate the value of its 

applications in image encryption, a new concept of image encryption has been introduced 

using edge information. This concept uses any edge detector to separate the image into 

edges and the image without edges and then uses an encryption algorithm to encrypt 

either edges or the image without edges, or both of them, and finally combines the results 

to obtain the final encrypted image. To meet the different security requirements of real-

time applications, users have the flexibility to choose any method (and its threshold) for 

edge detection, to select any encryption method and its security keys for the encryption 

process, and to encrypt either edges or image without edges, or both, as the user desires.  
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To demonstrate the performance of this concept, a new image encryption algorithm was 

introduced using a newly introduced 3D Cat Map. The encryption algorithm was shown 

to be an efficient and straightforward process, able to change image pixel positions and 

pixel data at the same time.  

To extend this concept, the edge map was used as a random binary security key matrix 

for image encryption. A new encryption algorithm has been introduced using the edge 

map for medical image encryption. It was shown that the encrypted medical images are 

visually close to noise images and have an almost uniform data distribution. Simulation 

results have demonstrated that the presented algorithm can fully encrypt selected objects, 

regions within images or entire images. 

Since the edge map as a binary image can be obtained from any new or existing image, 

the edge map can be extended further into the concept of a binary “key-image”, which 

can either be a binary bit-plane, an edge map, or a binary image obtained from another 

image that is the same size as the original. To demonstrate this, two image encryption 

algorithms have been introduced using this “key-image”. Computer simulations have 

demonstrated that both algorithms are able to fully encrypt different types of images. Any 

new or existing image and edge detector can be used to generate the edge map, while any 

existing image scrambling method can be applied to the two presented algorithms. 

Future research will involve (1) transferring the presented spatial domain based 

algorithms for image enhancement and encryption into the frequency domain, (2) 

implementing the presented algorithms in hardware, (3) developing the new algorithms in 

applications for enhancing night vision images. (4) investigating the applications of the 
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presented enhancement measures and algorithms when subject to noise, (5) comparing 

the quality of the presented encryption algorithms’ application to existing encryption 

methods for error-resilient protection and memory usage (spatial complexity).  
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